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1.1. Detection of bioactive nanoparticles (NPs) in the life sciences 

 

Identification of target substances using ligand molecules has been extensively utilized for 

disease diagnosis and monitoring (Fan and Poetsch 2023)(Yoshioka et al. 2014)(Boriachek et al. 

2018)(Shen et al. 2018), basic research on infectious diseases (Zhu et al. 2020)(Huang et al. 2020), 

and environmental pollutant detection (Justino et al. 2017). There is a pressing need for detection 

methods that are both fast, sensitive, and cost-effective to enable early diagnosis and routine 

monitoring (Contreras-Naranjo et al. 2017)(Yu et al. 2018)(Bu et al. 2019). Immunoaffinity 

chromatography, a commonly used diagnostic tool, can rapidly detect antigens (in less than 10 min), 

but it suffers from low detection performance (approximately 10×1011 /mL), and achieving 

quantitative measurement is challenging (Fig. 1-1 (a)) (Huang et al. 2015)(Fuchiwaki et al. 2018). In 

situations demanding more sensitive and quantitative detection, enzyme-linked immunosorbent assay 

(ELISA) is often the preferred method. While ELISA exhibits greater detection performance than 

immunoaffinity chromatography (approximately 10×108 /mL), it necessitates intricate multistep 

preparation and a relatively prolonged incubation time for antibody binding and enzymatic reactions 

(He et al. 2014). Alternative highly sensitive detection methods allow the direct identification of 

captured antigens on an antibody-coated solid substrate. For instance, identifying antigens adsorbed 

on affinity microbeads can be achieved through fluorescence-based flow cytometry (FCM) after 

fluorescence labeling (Hoen et al. 2012)(van der Vlist et al. 2012). Detection of antigen adsorption 

without labeling is also feasible using mass-based methods such as quartz crystal microbalance (QCM) 

and surface plasmon resonance (SPR) (Suthar et al. 2020)(Suthar et al. 2022)(Chen et al. 2021). 

However, these sophisticated apparatuses are typically limited to well-funded central laboratories. 

There is an ongoing need to develop a straightforward, rapid, and sensitive technique for detecting 

target antigens, especially for point-of-care (PoC) applications in common medical facilities and 

laboratories. 
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Fig. 1-1 (a) Detection of target substances using immobilized antibodies (immunochromatographic 

test) (Yu et al. 2018).  

 

In the various immunoassays discussed earlier, relatively large targets such as extracellular 

vesicles (EVs) (Fig. 1-2), viruses, and bacteria are frequently the focus of attention (Boriachek et al. 

2018)(Fong and Lipp 2005)(Harper-Owen et al. 1999). Due to the low diffusivity of these 

nanoparticles (NPs) compared to small molecules (e.g., proteins), it is essential to enhance the complex 

formation of NPs and immobilized antibodies to achieve rapid and sensitive detection (Ng et al. 2010). 

The employment of microbeads offers the benefit of an expanded surface area coated with antibodies 

to enhance effective adsorption (Sato et al. 2000)(Andersson et al. 2000)(Kuramitz 2009). The 

adsorption of antigens is additionally facilitated by actively mixing the beads and sample fluid; 

nonetheless, traditional bulk mixing methods (e.g., rotational agitation) are ineffective at scales below 

100 µL. To achieve compact, rapid, and sensitive tools for NPs detection, diverse microfluidic systems 

have been developed (Contreras-Naranjo et al. 2017)(Ibsen et al. 2015)(Salafi et al. 2017)(Ibsen et al. 

2017). In addition to simply minimizing the sample volume, these approaches offer the advantage of 

enhancing mixing by reducing the diffusion length. For instance, He et al. (He et al. 2014)(Zhao et al. 

2016) developed a device for detecting EVs, crucial biological NPs in disease diagnostics, by blending 

the sample and affinity magnetic capture beads in a serpentine channel. While this method achieved 

on-chip EVs detection with high detection performance (limit of detection (LOD) ~ 10 × 105 /mL), it 

necessitated fluorescence labeling and a highly sensitive imaging device. Xu et al. (Xu et al. 2018a) 

utilized a flow channel featuring Y-shaped micropillars to enhance the mixing of a flowing sample 

containing target EVs and affinity magnetic capture beads. They successfully detected tumor-derived 

EVs in a sample with high detection performance (LOD ~ 10 × 103 /mL) using an electrochemical 

method (differential pulse voltammetry) downstream. PCR-based detection of EVs after capturing and 
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lysis in microfluidic devices has also been implemented (Shao et al. 2015a)(Lien et al. 2007)(Zhang 

et al. 2011)(Wang et al. 2011). In these instances, the processes of target capturing/enrichment and 

detection are separated and need to be sequentially performed in pre-existing systems. Additionally, 

achieving high detection performance requires either an expensive detection system or amplification 

machinery. 

 

 

Fig. 1-2 Various applications of extracellular vesicles (EVs). (Fan and Poetsch 2023) 

 

 

1.2. Immunoagglutination-based detection of biological substances 

 

As a method for detecting target molecules without amplification or labeling, researchers 

have employed immunoagglutination assays (Molina‐Bolívar and Galisteo‐González 2005)(Fig. 

1-3). In this method, the specific adsorption of target substances induces the aggregation of affinity 

capture particles (CPs), which is then detected through microscope observation or light scattering. 

This approach integrates the capturing of targets (adsorption to affinity CPs) and the detection process 

(optical detection of aggregate formation) to create a simple and cost-effective system. Nevertheless, 

the formation of aggregates with affinity CPs tends to be a gradual process, primarily attributed to the 

low diffusivity of CPs. In the 1990s, ultrasound was employed to accelerate aggregate formation, 

causing CPs to accumulate at the nodes of sound waves (Thomas and Coakley 1996). Microfluidic 

systems are anticipated to be a suitable platform for immunoagglutination assays (Wiklund et al. 2013). 

For instance, Han et al. (Han et al. 2007a) used a Y-junction microfluidic device to detect 

immunoglobulin G (IgG). Gupta et al. (Gupta et al. 2012) demonstrated that integrating 
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electrochemical impedance spectroscopy into a microdevice greatly improved the detection 

performance and detection time of IgG in the sample (Fig. 1-4). In these instances, the physical process 

of aggregate formation was not taken into account. To enhance the formation of aggregates, Castro et 

al. (Castro et al. 2018) encapsulated the immuno-CPs and the sample within a water-in-oil plug 

(droplet) propagating in a tube. The use of recirculating flow in a plug minimized the detection time. 

While this method and other micromixers hold promise for achieving rapid and reproducible aggregate 

formation, continuous flow-based systems often have larger dimensions and create non-negligible 

dead volume. The implementation of a straightforward and well-controlled active mixing method 

suitable for small sample volumes is expected to enhance the speed, efficiency, and reproducibility of 

detecting target substances with low diffusivity. 

 

 

Fig. 1-3 Conceptual illustration of the immunoagglutination-based particle detection. 
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Fig. 1-4 A microfluidic system for immunoagglutination-based particle detection with 

electrochemical impedance spectroscopy. (Gupta et al. 2012) 

 

 

 

1.3. Micro vibration-induced flow (VIF) for active fluid control 

 

In recent decades, microfluidics has offered diverse means of controlling fluids and 

micro/nanoparticles for biomedical analysis. Currently, the majority of microfluidic devices rely on 

external pumps (such as peristaltic, syringe, and pressure pumps), but these apparatuses inevitably 

contribute to the bulkiness of the system. The phenomenon of steady streaming (SS), capable of 

generating a net flow around a structure through zero-mean vibration, has been explored as a pump-

free fluid control method. Among these, the acoustic streaming method has been extensively 

investigated to induce local flow around microstructures by applying acoustic waves above 1 kHz to 

the entire substrate emitted from a transducer attached simply to the microfluidic device. In addition, 

it is recognized that SS also occurs in an incompressible fluid subject to vibrations at a frequency as 

low as 1 kHz or even lower (Lutz et al. 2005; Lieu et al. 2012; House et al. 2014). This operational 

domain is frequently distinguished from acoustic streaming and is referred to as vibration-induced 

flow (VIF) (Hayakawa et al. 2014, 2015; Zhou et al. 2020a, b) (Fig. 1-5). Within this frequency range, 

precisely defined vibrations with relatively large amplitudes can be applied using laminated 

piezoelectric actuators. This method allows us to modulate vibration patterns to achieve advanced 

control of fluids and particles in a microfluidic chip. Earlier studies utilized VIF, including acoustic 

streaming flow, to improve the micromixing of two co-flowing fluids by inducing a local flow around 
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a sharp-edge (Huang et al. 2013; Nama et al. 2014, 2016) (Fig. 1-6). However, it still relies on a flow-

based system. 

 

 

Fig. 1-5 Visualization of localized flow around microstructure with periodic vibration (Hayakawa et 

al. 2014).  
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Fig. 1-6 (top) Schematic of the sharp-edge-based acoustofluidic mixing device. (bottom) 

Characterization of the flow pattern with acoustic streaming (Huang et al. 2013). 

 

1.4. Numerical/theoretical approach for VIF system design 

 

In the application of steady streaming (SS), theoretical analysis is often employed to predict 

flow and optimize the system. However, the complexity of sound wave propagation can vary 

depending on the channel structure in acoustic streaming, posing challenges for theoretical and 

numerical analyses. Several attempts have been made to theoretically reproduce acoustic streaming 

flows. In two-dimensional (2D) flow scenarios, theoretical analyses considered fluid compressibility 

to describe particle behavior in the fluid (Huang et al. 2013; Nama et al. 2014, 2016). For three-

dimensional (3D) flow around structures with simple geometry, some studies utilized perturbation 

theory under the assumption of incompressible flow (Rallabandi et al. 2015; Volk et al. 2020). 

Nonetheless, the suitability of these approaches is constrained to situations where the vibration 

amplitude is notably smaller than the typical length scale of the structure. 

Similarly, numerical predictions for the VIF system pose significant challenges. The system 

involves unsteady flow with moving boundaries, incurring a large computational cost for direct 

computation. Consequently, numerical simulations have been conducted under certain constraints. 

Various analyses have employed the stream function, assuming small perturbations, to obtain 2D flow 

fields induced around simple microstructures (Lutz et al. 2006; Hayakawa et al. 2018). Although these 

reports accurately predict streamlines, aligning well with experimental results regarding the locations 

of particle traps at stagnation points, they commonly assume a small vibration amplitude concerning 

the typical length scale of the structure. This limitation results in inaccurate predictions of velocity 

distribution for a finite vibration amplitude. Amit et al. performed direct calculations of the 3D flow 

around a periodically vibrating object using the finite element method with moving boundaries (Amit 

et al. 2016); nevertheless, this was limited to a simple cantilever. Zhou et al. calculated the SS flow 

field around a microstructure with a complex shape using a commercial solver (COMSOL 

Multiphysics), intending to drive micromotors through system vibration (Zhou et al. 2020b). 

Nevertheless, this method was confined to 2D analysis, mainly because it is challenging to apply 

appropriate boundary conditions at the fluid-solid interface of complex geometries. Certainly, in the 

practical implementation of VIFs in fluidic and particle manipulation systems, intricate geometries are 

frequently utilized in fluid conduits to achieve efficient three-dimensional (3D) manipulation, 

transport, and separation of cells (Hayakawa et al. 2015; Hayakawa and Arai 2017). 

Therefore, the construction of a numerical model capable of solving 3D VIF under various 

conditions is anticipated to be applicable in predicting particle behavior during stirring for particle 

detection. 
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Fig. 1-7 2D theoretical analysis of vibration-induced flow. (a) Particle imaging experiments (left 

column) are compared to the computed Lagrangian streamlines (right column) for channel 

obstruction geometries (Lieu et al. 2012). (b) Numerical simulation of the fluid flow velocity profile 

around 2-arm microrotor under various stage vibration directions (Zhou et al. 2020b) 

 

 

1.5. Motivation for this work 

 

In the aforementioned background, the immunoagglutination method, while providing a 

convenient means to detect biological substances, often utilizes CPs and target substances of 

nanometer-scale size, leading to the necessity of external equipment, such as spectrophotometers for 

accurate detection. On the other hand, in detection employing relatively larger capture particles 

(hereafter referred to as CPs) of few micrometer-scale size, observable CP aggregates in the bright 

field in a standard microscope view enable the detection of target substances. However, the particle 

collision required to induce aggregation depends on particle diffusion and is time-consuming. 

Consequently, the lack of actively induced particle collisions leads to low detection performance, 

posing a challenge in terms of detection performance compared to conventional methods like ELISA. 

In this thesis, we adopted a fluid-control technique based on vibration-induced flow (VIF) 

for immunoagglutination-based NP detection (Fig. 1-8). The rationale behind selecting the VIF 

technique is as follows: firstly, the collision of NPs/CPs can be enhanced through stirring induced by 

reproducible local flows around the microstructure. Previously, VIF (including acoustic streaming 

flow) was applied to enhance micromixing (Huang et al. 2013; Nama et al. 2016; Rallabandi et al. 
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2017). Secondly, the precise control of flow patterns is achieved by adjusting such as pillar geometry 

and vibration parameters. Finally, the use of a VIF system eliminates the need for external pumps, 

enabling the handling of small sample volumes on the order of a few microliters. By combining VIF 

and immunoagglutination-based NP detection, our objective is to realize a system for on-the-fly NP 

detection in a minute sample (down to 5 µL), integrating sample mixing and NP quantification into a 

single step. 

As a guideline for the system design, we constructed a three-dimensional numerical 

simulation tool for predicting the VIF under various vibration conditions. The obtained simulation 

results are validated through comparison with the PIV measurement results. Furthermore, we 

conducted a numerical simulation of particle capture by using the developed numerical tool to model 

the initial stage of aggregation with CP and target NP. 

Finally, we demonstrated that the EV concentration can be evaluated using T-cell 

immunoglobulin and mucin domain-containing protein 4 (Tim-4)-conjugated magnetic CPs 

(Miyanishi et al. 2007; Nakai et al. 2016) to validate the usefulness of the system for diagnostic 

applications. 

 

 

Fig. 1-8 Schematic of NPs detection based on the aggregation of affinity CPs induced by vibration-

induced flow (VIF). 

 

 

1.6. Plan of this thesis 

 

This thesis is structured into six chapters: In Chapter 2, we introduce the fabrication process 

of the micropillar substrate and the experimental setup. Using the fabricated substrate, we investigated 
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the flow fields around the micropillar using micro-PIV. In Chapter 3, we explore the applicability of 

the vibration-induced flow technique for immunoagglutination-based NPs detection. We describe the 

relationship between flow fields under various vibration conditions and NPs detection. In Chapter 4, 

we construct a numerical simulation tool for predicting the 3D flow field around micropillars. We also 

perform particle capture simulations during the initial stages of aggregate formation using this 

developed numerical simulation tool. In Chapter 5, we conducted an experiment for detecting 

exosomes, verifying the practical application of our system for the detection of bioactive NPs. Finally, 

Chapter 6 provides a summary of the thesis. 
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Chapter 2.  

Flow field measurement of the VIF 
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2.1. Overview 

 

In this chapter, we conducted measurements of the local flow field around the oscillating 

micropillar before applying VIF to the aggregate formation of affinity CPs through the stirring of target 

NPs and CPs. There has been scarce research examining the relationship between the flow field and 

aggregation formation. By measuring the flow field around pillars, the effect of flow field 

characteristics on aggregation formation can be investigated, leading to an appropriate VIF system 

design for detecting NPs.  

We first fabricated a micropillar substrate. Specifically, a Si master mold of a micropillar 

substrate was fabricated using standard photolithography and deep reactive ion etching (DRIE) 

processes. Subsequently, PDMS pillar substrates were created through replica molding. In the VIF 

field, it is known that various flow patterns can occur under different vibration conditions such as 

vibration frequency/amplitude, vibration direction, and geometry of micropillar (Hayakawa et al. 

2015; Hayakawa and Arai 2017; Zhou et al. 2020b). However, there is limited study that precisely 

measures and compares the characteristics of these diverse flow fields. We employed micro-PIV 

(particle image velocimetry) to measure the unsteady flow field in VIF. The influence of vibration 

conditions, including vibration frequency and amplitude, as well as pillar shape, arrangement, and 

height on the flow field, was investigated. Some of the flow fields obtained in this chapter are then 

compared with those obtained in the numerical simulation of VIF in Chapter 4 to validate the 

numerical simulation results. 

 

2.2. Experimental procedures 

 

2.2.1. Fabrication of micropillar substrate 

 

First, we fabricated a micropillar substrate. Here, mold fabrication via the deep reactive ion 

etching (DRIE) process and subsequent replica molding was performed to create pillar substrates. Fig. 

2-1 shows a representative 2D CAD image of a micropillar substrate. Cylindrical micropillars with 

100 μm diameter were arranged in a 35 × 35 square array. We choose a simple cylindrical pillar shape 

to make the fabrication process easy. Square and rectangular structures were arranged near the sides 

of the substrate as spacers to determine the height of the fluid volume. Pillar heights were set to h = 

50 and 100 µm through the DRIE process. Fig. 2-2 depicts the dimensions of the micropillar substrate. 

We set pillar separation (center-to-center intervals) as S = 200, 400, and 600 μm (Fig. 2-2 (a-c)) in a 

square array. A hexagonal-type array was fabricated for the S = 400 µm case (Fig. 2-2 (d)). 

The selection of the specific pillar height is based on a thorough consideration of the fluid 

dynamics surrounding the pillar. In a case where the pillar height is too short, typically within the 
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range of several µm, flow induction around the pillar may not manifest within several hundred Hz due 

to the drag effect from both the top and bottom walls (This drag effect arises from the development of 

the stokes boundary layer on both substrates.). In situations where pillars are longer, extending over 

several hundred µm, there is no specific optimal value, but excessively long pillars can complicate 

fluid handling and microscopic observation. Additionally, limitations in the fabrication process using 

DRIE can arise. Hence, we adopted pillar heights of 50 and 100 µm. Regarding the pillar diameter, 

our earlier work (Hayakawa et al. 2015) found that the diameter of the pillar did not significantly 

impact induced velocity. For this study, a diameter of 100 µm was selected to maintain a moderate 

aspect ratio of height to diameter, simplifying the fabrication process. Additionally, we explored the 

influence of various pillar geometric conditions by varying the separation and arrangement of pillars. 

 

 

Fig. 2-1 Design of micro-pillar substrate illustrated with CAD software. 
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Fig. 2-2 Design parameters of the micropillar array with S = (a) 200 µm, 400 µm, and 600 µm in 

square type array, and (d) S = 400 µm in hexagonal type array. 

 

The created CAD design was drawn onto a photo mask blank via UV exposure using a 

maskless exposure apparatus. Subsequently, the pattern was developed for approximately 35 seconds 

using the NMD developer solution. Following this process, chromium etching was carried out for 

around 80 seconds using a chromium etchant. After the completion of the etching process, the mask 

was immersed in acetone and the resist was cautiously removed while stirring for more than a minute. 

The photoresist residues were completely removed with plasma ashing treatment using a compact 

etcher for 5 min (O2 flow rate: 20 mL/min, 75 W) (FA-1, Samco Inc., Kyoto, Japan). Fabricated 

photomask is shown in Fig. 2-3.  
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Fig. 2-3 The photomask after development. 

 

Next, we fabricated a master mold of micropillar substrate via DRIE. The series of processes 

is depicted in Fig. 2-4 (a). A silicon wafer was dehydrated by baking on a 150 ℃ hot plate for 15 min. 

After the baking, the surface of the Si wafer was made hydrophobic to enhance the adhesion between 

the photoresist and the wafer. In practice, the wafer was positioned in the same container with a few 

drops of Hexamethyldisilazane (HMDS) for 10 min. Subsequently, AZ P4620 positive photoresist (AZ 

Electronic Materials) was spin-coated at 3000 rpm for 30 s on the surface of the wafer. The wafer was 

baked for 1 min at 110 ℃, and exposed and developed using standard (exposure time was set to 10 s 

using a mask aligner). The wafer was meticulously developed by immersing it in an NMD developer.  

The BOSCH process was conducted using a deep reactive-ion etching (DRIE) apparatus 

(RIE-400iPB, Samco, Kyoto, Japan). The BOSCH process is an etching technique that achieves rapid 

and high aspect ratio silicon etching by alternately repeating two steps: isotropic etching and 

deposition of a protective layer. During the etching process, isotropic etching with SF6 is performed, 

while the protective film formation process uses C4F8 to safeguard the sidewalls and suppress lateral 

etching. In this instance, the processing program was set to Recipe No. 4, carrying out 255 cycles of 

processing. Once the silicon wafer underwent the etching process, it was subjected to acetone cleaning, 

completely removing the resist. The manufactured silicon wafer mold is presented in Fig. 2-4 (b). 
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Fig. 2-4 (a) Fabricating process of microｓpillar substrate with DRIE. (b) Silicon master mold 

fabricated with DRIE process. 

 

Subsequently, the replication process involved molding from the master Si wafer mold using 

polydimethylsiloxane (PDMS). To prevent PDMS adhesion to the etched master mold, a releasing 

agent (FLUOROSURF FG-5084, FluoroTechnology Co., Ltd., Japan) was applied to the silicon mold 

and dried on a hotplate at 120 °C for 20 min. A PDMS mixture (SILPOT 184 W/C, Dow Corning Inc., 

USA) was prepared by combining the resin with its curing agent at a weight ratio of 10:1, and the 

resulting mixture was poured into the master mold. Following curing at 80 °C for 180 minutes, the 

PDMS substrate was obtained by carefully removing the mold (Fig. 2-5 (a)). Fig. 2-5 (b) and Fig. 2-6 

display an SEM image of the fabricated PDMS micropillar. 
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Fig. 2-5 (a) PDMS substrate with the micropillars in the actual image. (b) SEM images of 

micropillar with a geometric condition of h = 50 µm and S = 200 µm. 

 

Fig. 2-6 SEM image of PDMS substrate with a height of 100 µm in different arrangements. S = (a) 

200 µm, (b) 400 µm, and (c) 600 µm in a square array, and (d) S = 400 µm in a hexagonal array. 
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2.2.2. Experimental setups 

 

The experimental configuration is depicted in Fig. 2-7. To render the substrate hydrophilic 

and prevent air bubble entrapment around the pillars, a 3 min oxygen plasma treatment (PDC-32G, 

Harrick Plasma, USA) was applied. Following this treatment, 8 μL of deionized (DI) water containing 

1 μm yellow-green fluorescent beads (17154-10, Polysciences, Inc., USA) as a tracer was carefully 

dispensed onto the center of the substrate (Fig. 2-7 (a)). The substrate was then covered with a glass 

cover. This assembly was securely affixed to the XY piezo-drive stage (ML-20XYL, MESS-TEK, 

Japan) using small pieces of double-sided tape (Fig. 2-7 (b)). For vibration conditions utilized in the 

aggregation test, PDMS surface treatment with a BSA solution, as outlined in Chapter 3, was 

performed. 

 

 

Fig. 2-7 (a) Schematic and (b) actual image of the assembled micro-pillar substrate fixed on the 

piezo-drive stage. 

 

Fig. 2-8 provides an overview of the VIF system. Circular vibration was induced by applying 

two sinusoidal wave signals with a 90° phase offset to the piezo stage using a waveform generator 

(AG 1022F, OWON, China) via the amplifier (M 2501-1, MESS-TEK, Japan). In the case of rectilinear 

vibration, a single sinusoidal wave signal was applied to the piezo stage.  

For the measurement of the flow field, a high-speed camera (DFK33UX174, The Imaging 

Source, Inc, Germany) was employed to capture the motion of particles at a rate of 100 fps with an 

exposure time of 1/5000 s (200 μs). In situations where the camera could not adequately resolve the 

flow field, another high-speed camera (TMX 6410, Phantom, USA) was utilized at a frame rate of 100 

fps with an exposure time of 1/50000 s (20 μs). These were achieved using a high numerical aperture 

objective lens (UCPlanFLN 20x/0.70, Olympus, Inc, Japan). For observation of a wider range of flow 
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fields, a low magnification lens was used to capture a multitude of pillars within the imaging field (A-

Plan 10x Objective Lens, ZEISS, Germany). 

 

 

Fig. 2-8 (a) Schematic and (b) actual image of an overview of the VIF system.   
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2.2.3. Measurement of amplitude of vibrating pillar 

 

A piezoelectric actuator converts electrical energy into mechanical energy such as 

displacement and force. The piezoelectric actuator (MESS-TEK, ML-20XYL) used in this study 

operates similarly, with the displacement determined based on the magnitude of the input voltage. We 

investigated the relationship between input voltage, frequency, and output displacement. In practice, 

images of pillars in a vibrating state under applied voltage were captured in a bright field image. The 

amplitude was determined by comparing the pillar diameter in the static state and the vibrating state 

using image analysis software (Image J). 

In our system, the input voltage sent from the signal generator (Function generator) was 

amplified 30 times before being applied to the piezo stage. The voltage values shown in Fig. 2-12 

(unit: Vpp) represent the post-amplified values. 

 

2.2.4. Visualization of streamline 

 

To visualize streamlines around micropillars, the trajectory of 1 µm diameter fluorescent 

tracer particles was overlaid using an objective lens with a 1s exposure time. 

 

2.2.5. PIV measurement 

 

We employed the micro-PIV (Particle Image Velocimetry) technique for measuring the flow 

field surrounding micropillars (Fig. 2-9). Utilizing this approach, sequential images of tracer particles 

are captured with a high-speed camera which can resolve the motion of the particle. Here, particles 

around the oscillating micropillar exhibit a net/mean motion attributable to their rotational motion 

which follows the trajectory of oscillation (Fig. 2-10). During this motion, the particle trajectories 

synchronize with the oscillation frequency. In PIV measurements, the presence of the effect of actual 

oscillation of particles when taking mean flow images may cause measurement errors. Therefore, it is 

essential to capture the net motion of the particles, so frame rate and shutter speed (exposure time) 

should be selected appropriately. For selecting them, it is necessary to capture the particles at an 

identical phase in the rotational motion. For shutter speed, a smaller shutter speed reduces particle blur. 

With the shutter speed described earlier, relatively clean particle images can be obtained with minimal 

blurring. A shutter speed should be set carefully as it has an impact on brightness.  

Using the obtained images, we calculated the time-averaged Lagrangian velocity field 

through the correlation of particle images obtained at nearly identical phases in the periodic motion 

employing PIV software (Flow Expert, KATO Koken, Japan). The velocity was obtained employing 

a direction cross-correlation method. The interrogation window size was set at 16 pixels × 16 pixels 
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(14 µm × 14 µm in the physical dimension, 0.9 µm/pixel) in the cylindrical pillars subjected to the 

circular vibration. 

 

 

Fig. 2-9 Schematics of measurement algorithm of PIV (Particle Image Velocimetry). 

https://www.seika-di.com/en/measurement/principle_of_piv/piv_system.html 

 

 

Fig. 2-10 A 2D trajectory of a particle following a local oscillation.  
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2.3. Visualization and PIV analysis of VIF 

 

2.3.1. Relationship between applied voltage and pillar amplitude 

 

First, the relationship between applied voltage and displacement of micropillar was 

examined. Fig. 2-11 (a) shows a bright field image of a pillar without vibration. Upon circular vibration 

being applied, the pillar oscillates with circular motion (Fig. 2-11 (b)). The amplitudes obtained at 

different frequencies and input voltages are presented in Fig. 2-12. When the vibration frequency was 

constant, the amplitude of the pillar was increased as the applied voltage increased.  

 

Fig. 2-11 Raw image of a pillar in (a) stationary and (b) vibrating state at a condition of f = 800 Hz 

and V = 60 Vpp. 

 

Fig. 2-12 Relationship between applied voltage from a function generator and the amplitude of pillar.  
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2.3.2. Effect of the vibration frequency and amplitude 

 

In the initial step, we conducted flow field measurements under the geometric conditions of 

S = 200 µm and h = 50 µm. As illustrated in Fig. 2-13, the flow field at the middle plane of the pillar 

height (y = 25 µm) was examined under the vibration conditions of f = 500 Hz, and A = 3.3 µm. Fig. 

2-13 (a) shows 2D streamlines. Although tracer beads moved along the rotating trajectory following 

the rotational vibration, the net displacement was swirling along the pillar sidewall can be seen. The 

corresponding 2D vector plots, obtained through PIV analysis in a series of images, are presented in 

Fig. 2-13 (b), revealing swirling flow patterns around the pillar. The velocity magnitude was 

approximately 160 µm/s, with slight reductions at the top, bottom, left, and right sides of the pillar. 

This deceleration is attributed to interference with neighboring pillars spaced at center-to-center 

intervals of S = 200 µm. Fig. 2-13 (c) displays radial profiles of the azimuthal velocity, with the peak 

position situated around r = 63 µm, 13 µm away from the pillar sidewall. The profile decayed radially 

as the distance from the pillar sidewall increased. 

 

Fig. 2-13 (a) Streamlines of the velocity field around the cylindrical micropillar. (b) 2D vector plot 

of the net velocity around a pillar obtained with PIV measurement. (c) Azimuthal velocity profiles as 

a function of the distance from the pillar center (r). 
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In the VIF field, parameters related to vibration, such as frequency and amplitude, exert 

significant influence on the localized flow field dynamics (Hayakawa et al. 2015). Here, we varied the 

vibration frequency (f) and the amplitude (A). Fig. 2-14 shows the relationship between the peak 

velocity magnitude and the vibration parameters frequency and amplitude. Velocity magnitude 

represents a peak value of the azimuthal velocity profile. The induced velocities exhibited a positive 

correlation with increasing vibration frequency and amplitude, implying the feasibility of fine-tuning 

induced velocities using these parameters. 

 

 

Fig. 2-14 Relationship between the peak velocity magnitude and the vibration parameters of (a) 

frequency and (b) amplitude, respectively. Error bars indicate the standard deviation from triplicate 

experiments. 
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2.3.3. Effect of pillar height 

 

Next, we investigated the effect of pillar height on flow fields. Two kinks of pillar height h 

= 50 µm and h = 100 µm for S = 400 µm were tested. Fig. 2-15 illustrates a two-dimensional (2D) 

vector plot of the net flow velocity at the central plane of the pillar. The vibration condition was set to 

f = 600 Hz, A = 2 µm. For lower case (h = 50 µm), swirling flow is induced with approximately 100 

µm/s. On the other hand, for higher case (h = 100 µm), a higher velocity magnitude with 250 µm/s 

was generated. 

 

Fig. 2-15 2D vector plots of the average velocity around a pillar obtained via PIV measurements. 

The geometric condition is set to (a) h = 50 µm and (b) h = 100 µm for S = 400 µm. The vibration 

conditions were f = 600 Hz and A = 2 µm. 

 

Fig. 2-16 represents the peak velocity magnitude for various vibration frequencies and 

amplitudes in pillar height of h = 50 and 100 µm. For the frequency dependence with constant A = 2 

µm (Fig. 2-16 (a)), velocity magnitude increased as vibration frequency increased almost linearly. 

Higher pillar height generated higher velocity magnitude in the same vibration condition, the velocity 

doubled at a frequency of 800 Hz. For the amplitude dependence with constant f = 200 Hz (Fig. 2-16 

(b)), velocity magnitude increased as amplitude increased similarly to frequency dependence. The 

increase in velocity with amplitude dependence was greater for the h = 100 µm condition compared 

to the h = 50 µm condition, the velocity of the h = 100 µm condition was six times greater than that of 

the h = 50 µm condition at an A = 9 µm. These results indicate that the pillar height (i.e., height of the 

region) significantly influences the flow field. 
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Fig. 2-16 Peak velocity magnitude around the cylindrical pillar (a) frequency dependence with 

constant A = 2 µm and (b) amplitude dependence with constant f = 200 Hz. Error bars indicate the 

standard deviation from triplicate experiments. 

  



28 

 

2.3.4. Effect of the pillar arrangement 

 

Next, we investigated the effect of pillar arrangement including pillar separation and array 

type. Specifically, we used a square array for separation S =200, 400, 600 µm and a hexagonal array 

for S = 400 µm. Pillar height was set to h = 100 µm. Fig. 2-17 shows 2D streamline and vector plots 

of the velocity around a pillar in different pillar distance cases. The vibration condition was set to f = 

600 Hz, A = 2 µm. For streamline in S = 200 µm condition (left panel of Fig. 2-15 (a)), small vortices 

appeared at the centers of four pillars in association with the flow revolving around each pillar. 

Similarly, in the vector plots (right panel of Fig. 2-15 (a)), flow circulating the pillars was observed, 

with the shape being close to a square. Additionally, regions of reduced velocity were observed at the 

top, bottom, left, and right sides, which is believed to be the result of interference with adjacent pillars. 

In the case of S = 400 µm (Fig. 2-15 (b)), the flow circulating the pillars occurred. In the vector plots, 

low-velocity regions with velocities close to 0 µm/s were observed outside the localized rotational 

flow around the pillars. Under S = 600 µm (Fig. 2-15 (c)), a local flow with no interference was 

observed. The interference with adjacent pillars decreased further, and the low-velocity regions 

expanded compared to the S = 400 µm condition. In the hexagonal array condition under S = 400 µm 

(Fig. 2-15 (d)), circular flow was induced around the pillar, and localized vortices were generated at 

spaces between adjacent three pillars. Similarly to square array S = 400 µm condition for vector plots, 

low-velocity is induced at space between adjacent pillars. 

Fig. 2-18 shows the peak velocity magnitude in various pillar separations. We found that the 

velocity slightly increased as the spacing between the pillars got wider. In both square and hexagonal 

array cases, no considerable difference in velocity was observed under identical vibration and 

separation conditions. 
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Fig. 2-17 Flow field around the cylindrical pillar with S = (a) 200 µm, (b) 400 µm, and (c) 600 µm 

for square array, and (d) S = 400 µm for hexagonal array. (left side) Streamlines of the velocity field 

around the cylindrical micropillar. (right side) 2D vector plot of the velocity around a pillar obtained 

with PIV measurement. 
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Fig. 2-18 Peak velocity magnitudes around the cylindrical pillar at various pillar separations. Error 

bars indicate the standard deviation from triplicate experiments. The vibration condition was set to f 

= 600 Hz and A = 2 µm. 

 

2.3.5. Flow field with rectilinear vibration 

 

Next, we investigated flow fields around the pillar subjected to rectilinear vibration which 

is traditionally investigated (Lutz et al. 2005, 2006; House et al. 2014; Hayakawa et al. 2018). The 

vibration condition was set to S = 400 µm, h = 100 µm, f = 600 Hz, and A = 3.3 μm. 

For streamline (Fig. 2-19 (a)), four vortices manifested themselves around the pillar at a 45-

degree offset from the vibration axis under the rectilinear vibration along the x-axis, mirroring findings 

from prior investigations. Moreover, influx and ejection flows were induced in the horizontal and 

vertical directions relative to the vibration axis, respectively. Within the high-velocity region, the 

velocity magnitude measures approximately 100 µm/s, which is eight times smaller than that of 

circular vibration in identical vibration condition. This result indicates that the circular vibration is 

more efficient in terms of inducing a net flow with a smaller vibration amplitude. Finally, we 

investigated the dependence of vibration frequency and amplitude on velocity magnitude subjected to 

rectilinear vibration. Similarly to the cylindrical case, velocity magnitude increased as frequency and 

amplitude increased. 
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Fig. 2-19 Flow field around the cylindrical pillar subjected to rectilinear vibration in (a) the 

streamline and (b) the PIV measurement. (c) the peak velocity magnitude around the pillar. Error 

bars indicate the standard deviation from triplicate experiments.  
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2.4. Effect of stokes layer thickness 

 

From the above measurement results, we observed that both pillar height and separation 

influenced the flow field. The characteristics of the flow field around the oscillating microstructure 

can be elucidated by the theory of the stokes layer thickness, which is formed by the oscillating wall. 

In general, there is a viscosity-related influence near the solid plate on the net motion of particles. This 

influence diminishes as the distance from the plate increases (Fig. 2-20 (a)). Consequently, the 

influence of viscosity is more pronounced near the pillar sidewall and the top/bottom plate, making it 

challenging for a net particle motion to occur in those regions. Conversely, particle motion becomes 

more active as the distance from the plate increases. 

For our system, we observed that under conditions with higher pillar height (fluid layer 

thickness), higher velocities were induced (Fig. 2-15). The increase in velocity with higher pillars is 

attributed to the reduced influence of viscosity from the top and bottom walls, leading to a more 

pronounced net particle motion (Fig. 2-21 (a)). Regarding the effect of the stokes layer in the horizontal 

direction from the pillar sidewall, the peak position is located approximately 13 µm away from the 

pillar sidewall in the radial profiles of the azimuthal velocity, and the distribution subsequently decays 

(Fig. 2-13 (c)). This is believed to be due to the influence of viscosity from the pillar sidewall (Fig. 

2-21 (b)). Near the sidewalls of the pillars, the viscous effects of pillars exhibiting periodic oscillations 

lead to a small net particle motion. As particles move away from the walls, an increased net particle 

motion and a higher peak velocity are induced. However, at positions further away, it is presumed that 

the velocity distribution attenuates due to the reduced influence of pillar oscillation effects. From these 

results, it is inferred that parameters such as pillar shape and pillar height affect the flow field. 

 

Fig. 2-20 (a) Schematics of velocity distribution on an oscillating plate.  
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Fig. 2-21 Formation of stokes layer from oscillating bottom substrate. (b) Formation of stokes layer 

from a side wall of oscillating cylindrical pillar.  
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2.5. Summary of Chapter 2 

 

In this chapter, we conducted an initial exploration of the flow fields induced around the 

pillar subjected to vibration before proceeding with NP detection experiments. Initially, we fabricated 

a micropillar substrate with a micro-fabrication process. Cylindrical pillar patterns with varying 

arrangements and heights were readily created via the DRIE technique. Flow fields under various 

vibration conditions were measured using the PIV technique.  

Upon applying circular vibration, we observed a rotational flow around the cylindrical pillar. 

In addition, the induced velocity varied with the frequency and amplitude of the vibration. For pillar 

separation, the interference between adjacent pillars changed according to the separation between 

pillars. When the pillar height got higher, the induced velocity also increased. The characteristics of 

the velocity profile and the flow fields related to pillar height can be explained by the theory of the 

stokes layer. For vibration patterns, we investigated the flow field induced with rectilinear vibration. 

Similarly to previous studies, four vortices were formed around the pillar in the case of single-axis 

oscillation (Lutz et al. 2005, 2006; House et al. 2014; Hayakawa et al. 2018). Tuning vibration 

conditions within the range of circular vibration did not alter the overall flow field so much. However, 

merely changing the vibration direction led to a drastic alteration of the flow around the cylindrical 

pillar. Even under the same vibration conditions, the induced velocity was smaller in circular vibration 

compared to rectilinear vibration. This suggests that circular oscillation is more suitable for generating 

higher velocities.  

The results of this chapter experimentally demonstrate that flow fields can be readily 

controlled by tuning conditions related to pillar geometry and vibration pattern.  
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Chapter 3.  

Detection of nanoparticles using the VIF-induced 

aggregation 
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3.1. Overview 

 

In this chapter, we employed the VIF to agitate the sample fluid containing the target NPs 

and selectively CPs with specific affinity. The conceptual diagram is presented in Fig. 1-8. In the initial 

stage, both particles are dispersed within the microfluidic space. Employing circular vibrations across 

the entire substrate induces a localized swirling flow around the pillars, effectively stirring the NPs 

and CPs. Throughout this process, the NPs adhere to the surface of the CPs with high affinity. As the 

adsorption of NPs advances, the CPs aggregate upon collision, with the NPs serving as binding agents. 

The concentration of NPs in the sample can be estimated by assessing the extent of aggregation of the 

CPs. To simplify NPs detection, we quantitatively evaluated the aggregation area through the analysis 

of bright field images captured using a standard microscope. In practice, we adopted the avidin-biotin 

interaction with specific affinity as a model-capturing system to induce aggregation of polystyrene 

CPs. Micrometer-sized CPs used in our study are relatively larger than the latex particles commonly 

used in immunoagglutination, making aggregation by diffusion impractical. Therefore, we aimed to 

investigate the effect of VIF stirring on CPs aggregate. 

In the previous chapter (chapter 2), we investigated the characteristics of VIF through flow 

field measurements using micro-PIV. We observed that the flow field depended on parameters such as 

vibration frequency/amplitude and pillar geometry. In this chapter, we examined the effects of such 

parameters on aggregate formation. This demonstration allowed us to assess how the physical 

parameters of vibration influence the detection of NPs. For the pillar geometric arrangement parameter, 

we considered both smaller (h = 50 µm/S = 200 µm) and larger cases (h = 100 µm/S = 400 µm), 

respectively. Regarding vibration patterns, we adopted circular vibration, characterized by a lower 

number of vortices induced around the pillar, making the flow pattern manageable. 

 

3.2. Experimental procedures 

 

3.2.1. Aggregation test with model capturing system of NPs and capture particles (CPs) 

 

We introduced avidin-biotin pair affinity interaction as a model of NPs capture system. 

Avidin has a very high specific affinity for up to four biotin molecules (Kd < 10-15 M) and is stable and 

functional over a wide range of pH and temperature. In practice, commercial avidin-coated polystyrene 

microparticles (Spherotech Inc., VP-30-5, diameter: 3 μm) and biotin-coated nanoparticles 

(Spherotech Inc., TFP-00852-5, diameter: 0.15 μm) (diameter measured using an imaging analyzer 

was 152 ± 55 nm; Fig. 3-1) were employed as representative models for capture beads and target NPs, 

respectively. 
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Fig. 3-1 Size distribution of biotin-coated nanoparticles measured using an imaging analyzer. 

 

 

3.2.2. Experimental procedures 

 

Both surfaces of the PDMS substrate and cover glass were treated with a blocking buffer 

(5% BSA w/w in 1× PBS) to prevent nonspecific adsorption of particles and entrapment of air bubbles 

in the application of this mixture. After the coated incubation for 15 min, the surfaces were dried. The 

mixture containing NPs and CPs was gently pipetted 10 times to ensure uniform dispersion within the 

microtube. Subsequently, five microliters of this mixture were applied to the center of the substrate 

and covered with a cover glass (Fig. 3 2). 
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Fig. 3-2 Schematic illustration of application of sample including NPs and CPs to the substrate. 

 

The assembly of PDMS substrate and cover glass including the mixture was fixed to an XY 

piezo-drive stage using small pieces of double-sided tape. To generate circular vibration, sinusoidal 

wave signals with a 90° phase offset were applied to the piezo stage through a waveform generator 

connected to an amplifier. For capturing the images in a bright field, a digital microscope camera 

(Axiocam 503 mono, ZEISS, Germany) was employed in conjunction with an upright microscope 

(Axio Scope A1, ZEISS, Germany). For the observation, two types of objective lenses were used, a 

high-magnification lens (A-Plan 10x Objective Lens, ZEISS, Germany) and a low-magnification lens 

(A-Plan 5x Objective Lens, ZEISS, Germany), to cover a wide range with the microscope. Spatial 

resolutions for these two lenses were determined as 0.52 and 2 µm², calculated using conversion 

factors of 0.72 and 1.44 µm/pix, respectively. 

 

3.2.3. Image analysis of the CPs aggregates 

 

The extent of CPs aggregation was assessed by analyzing the average areas of CPs 

aggregates. For the simplicity of the detection system, only bright-field images were acquired using a 

basic optical microscope. After capturing the image, analysis was performed using ImageJ software 

through image binarization and standard particle analysis (Fig. 3-3). In practice, several parameters 

were configured for image analysis, including the binarization thresholds of intensity for all aggregates 
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(Thagg) and pillars (Thpillar). Additionally, binarization thresholds for the size of aggregates (Iagg-max and 

Iagg-min) and pillars (Ipillar-min) were set. 

In this image analysis, the areas where the pillars existed were excluded from the image 

analysis after the masking process of binarized images. Initially, all detected substances within the 

intensity thresholds for aggregates (Thagg, Iagg-max, and Iagg-min) were identified as aggregates through 

binarization. Subsequently, performing binarization of the original image with thresholds for pillars, 

pillars were identified as null. By multiplying the two obtained images, only the aggregated were 

recognized within the binarized image, eliminating the null pillar. After excluding data corresponding 

to several particles, the average area of CPs was obtained by dividing the total aggregate area by the 

number of aggregates. 

 

3.2.4. Quantification of NPs concentration 

 

As described earlier, detection and quantification were performed based on the extent of CP 

aggregate formation. In this context, the slope of the increasing average area of aggregates was utilized 

to construct a calibration curve. This choice was made due to the absence of a clear and reproducible 

plateau in most cases, even with extended mixing times (approximately 40 minutes). The evaluation 

of detection performance included parameters such as the limit of detection (LOD), sensitivity, 

resolution, and the coefficient of determination (R²) value of the calibration curve. 
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Fig. 3-3 Flow chart of image analysis to evaluate the area of CPs aggregates. 

 

 

3.3. Estimation of CPs/NP diffusion and binding capacity 

 

3.3.1. Diffusion of CPs/NPs 

 

In an environment of steady laminar flow, substances move along the streamlines of the flow, 

except for molecular diffusion. Here, in a microfluidic system, which typically involves very small 

length scales in space, there arises a question of whether convection, driven solely by the diffusion 

phenomenon, is sufficient to complete mixing. The answer to this question can be elucidated by 

estimating the diffusion coefficient (Ddif) of the substances in the fluid and the associated time scale 

for mixing, as demonstrated (Kastelowitz and Yin 2014). The diffusion coefficient (Ddif) can be 

expressed using the following equation. 

 

𝐷𝑑𝑖𝑓 = 
𝑘𝐵𝑇

3𝜋𝜇𝑑
(3-1) 
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where kB, T, μ, d, represent boltzmann constant, temperature, viscosity, and diameter of substance. 

From the above equation, the diffusion coefficients for the CPs and NP in our experimental system 

were calculated to be DCP = 0.07 µm2/s and DNP = 2.87 µm2/s, respectively. 

Using the diffusion coefficients obtained above, we can determine the time scale for mixing 

that occurs solely due to diffusion. The relationship between the distance over which substances move 

via diffusion and the corresponding time scale can be expressed as 

𝑥 =  √2𝐷𝑡 (3-2) 

where x and t represent the distance over which substances move due to diffusion and the associated 

time scale. According to this equation, it would take approximately 1200 min and 30 min for CPs and 

NP to advance 100 µm solely through diffusion, respectively. These time intervals are unacceptably 

long, highlighting the necessity for a mixing system. From these calculations, the influence of the 

diffusion coefficients of both CPs and NPs do not influence the mixture due to their relatively small 

values.  

 

3.3.2. Binding capacity of NPs on single CP 

 

In addition, the capacity of how many NPs can bind to a single CP was calculated. We 

assumed that NPs densely surrounded the CP without gaps. Considering a binding site of sphere shape 

with a diameter equal to the sum of the CP diameter and the NP radius (Fig. 3-4), the surface area of 

the binding site sphere (Ac) and the NP cross-sectional area (As) can be determined as follows:  

𝐴𝑐 =  𝜋 × (𝑑𝑐 + 𝑟𝑠)
2 (3-3) 

𝐴𝑠 =  𝑛 × 𝜋 × (
𝑑𝑠
4⁄ )

2

(3-4) 

where dc, ds, rs, and n represent CP diameter, NP diameter, NP radius, and number of binding NPs, 

respectively. When binding occurs without gaps, the two areas are equal. Substituting the CP diameter 

and NP radius used in our experiment yields n = 1764 (Table 3-1).  

 

 

Fig. 3-4 Binding of NPs around single CP. 
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Table 3-1 Maximum number of NPs attached to single CPs. 

 

 

Additionally, we estimated the relationship between number of CPs and NPs. In our major 

experimental condition, the concentration of CP and NP is represented as Nc = 3.4 × 107 /mL and Ns = 

5.7 × 109 /mL. Here, the ratio of the number of NP to CP is RN = Ns/Nc = 178 (Table 3-2). The volume 

of the surrounding liquid that each CP occupies can be calculated as Vc = 109/ Nc = 0.3 µL (a cube with 

a side length of 30 µm). Therefore, when each type of particle is uniformly dispersed in the mixture, 

it implies that within a cubic space with a side length of 72 µm, there are 178 NPs distributed around 

a single CP. Considering the estimated diffusion timescale for the small beads from the previous 

section, it is reasonable to assume that particles in this space are not in contact for a duration, primarily 

transported solely through diffusion. 

 

Table 3-2 Ratio of number of NPs and CPs in each NPs concentration. In this thesis, a pair of 

concentrations highlighted in the red square was predominantly used. 
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3.4. Results and discussion 

 

3.4.1. Effectiveness of VIF system on the aggregate formation 

 

We experimentally validate the effect of the VIF system on CPs aggregation formation. First, 

we preliminary investigated aggregate formation test using vortex mixing in a microtube at 500 rpm 

instead of VIF. We used a sample mixture containing NPs and polystyrene CPs concentrations of 5.7 

× 109 /ml and 3.0 × 107 /ml, respectively. Upon microscopic observation, CPs aggregates were not 

induced even after 1 h mixing (Fig. 3-5). We expect that vortices in a microtube are large in the vortex 

mixing, meaning NPs and CPs tend to move in parallel so that efficient collision does not occur. 

 

Fig. 3-5 Microscopic bright images of particles taken at (a) 0 min and (b) 60 min of vortex mixing, 

with concentrations of NP and CP were 5.7 × 109 /mL and 3.0 × 107 /mL, respectively. (c) Time 

evolution of the average area of CP aggregates in the mixture during vortex mixing. The stirring 

condition for vortex mixing was set to 500 rpm. 
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Subsequently, we performed the same microscopic observations in the condition of VIF 

stirring. Fig. 3-6 shows bright-field microscopic images of the particles on the micropillar substrate. 

The vibration condition was set to circular vibrations with a frequency f = 500 Hz, amplitude A = 3.3 

µm. The condition of pillar geometry was set to h = 50 µm and S = 200 µm. At the initial time point 

(0 min; before the application of vibrations), CPs were uniformly dispersed in the observed field under 

all conditions, although NPs can not be observed due to their smaller size. This suggests that pre-

mixing in a microtube via pipetting did not induce aggregation of CPs. In the case of the mixture 

containing both NPs and CPs, several relatively large aggregates of CPs (above 25 µm in diameter in 

the image) were induced upon 15 min vibration (Fig. 3-6 (a), lower panels). Additionally, control 

experiments were performed without VIF and NPs. Under the condition of VIF absence, no 

aggregation of capture CPs was detected (Fig. 3-6 (b), lower panels). This result indicates that 

Brownian diffusion is inadequate to promote collision and aggregation of CPs. In the case of the 

absence of NPs, relatively small aggregates (diameter less than 10 µm) were induced (Fig. 3-6 (c), 

lower panels). This result could be attributed to some intermolecular forces between the polystyrene 

CPs, leading to nonspecific adsorption. Nonetheless, the average area of the aggregate was smaller 

compared to the experiment where NPs were present in the sample. Hence, we hypothesize that 

vortices generated by local flow in the VIF contribute to the effective formation of aggregates of 

affinity CPs, in contrast to the conventional vortex mixing shown in Fig. 3-5, which is commonly 

utilized in commercial kits for NP detection employing CPs. 

This initial series of experiments suggests that effective aggregation of CPs occurred only 

in the presence of an affinity between the target NPs and the CPs, within the VIF stirring. This observed 

phenomenon holds potential for NP detection. More precisely, it is suggested that microscale local 

swirling flow facilitated the collision between capture CPs and NPs. Subsequently, CPs aggregates 

encountered each other at the interference of neighboring vortices, resulting in the formation of larger 

aggregates. 
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Fig. 3-6 (a–c) Microscopic bright images of particles on the substrate with micropillars taken at 0 

min and 15 min after application of the VIF. (a) VIF(+), NP(+), (b) VIF(‒), NP(+), (c) VIF(+), 

NP(‒). The conditions of circular vibrations in all cases were: f = 500 Hz, and A = 3.3 µm. Pillar 

geometry was set to h = 50 µm and S = 200 µm. 

 

 

3.4.2. Effect of vibration conditions 

 

We investigate the effect of vibration conditions, especially vibration frequency and 

amplitude, on aggregate formation. Here, we adopted two kinds of pillar geometry with smaller (h = 

50 µm/S = 200 µm) and larger (h = 100 µm/S = 400 µm) cases. We analyzed the dependence of the 

extent of aggregation and flow fields which is obtained in Fig. 2-14 in chapter 2. Especially, the effect 

of vibration frequency and amplitude was investigated. The concentrations of NPs and CPs were 5.7 

× 109 /ml and 3.0 × 107 /ml, respectively. Fig. 3-7 shows representative microscopic bright images of 

particles on the substrate with micropillars at 15 min after application of the VIF in various vibration 

conditions. For f = 500 Hz and A = 1.5 µm condition (Fig. 3-7 (a)), small aggregates formed around 

the pillars. With an increase in amplitude (Fig. 3-7 (b, c)), the size of the generated aggregates became 

larger. However, under high-frequency conditions, specifically at f = 1000 Hz and A = 3.3 µm 

condition (Fig. 3-7 (d)), the aggregates were smaller.  
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Fig. 3-7 Microscopic bright images of particles on the substrate with micropillars taken at 15 min 

after application of the VIF in various vibration conditions. Pillar geometry in all cases was: h = 50 

µm and S = 200 µm. The conditions of circular vibrations were (a) f = 500 Hz, and A = 1.5 µm, (b) f 

= 500 Hz, and A = 3.3 µm, (c) f = 500 Hz, and A = 5.2 µm, and (d) f = 1000 Hz, and A = 3.3 µm. 

Pillar geometry was set to h = 50 µm and S = 200 µm. 

 

Fig. 3-8 illustrates the average area of aggregates for each vibration parameter. Regarding 

amplitude dependence, the aggregate area increased with the amplitude. On the other hand, as the 

aggregate area increased, the error bars also grew. As for frequency dependence, peaks were observed 

at frequencies of 500 Hz and 800 Hz, whereas the aggregate area decreased at 1000 Hz. 

The average area of aggregates demonstrated an increase in the velocity magnitude within 

the range below 300 μm/s. In this interval, higher induced velocities corresponded to a higher 

likelihood of CP collision, leading to aggregate growth. However, at velocities exceeding 300 μm/s, 

the aggregate size decreased. This outcome suggests that shear stress acted on the CP aggregates, 

causing them to break and resulting in smaller aggregates. Although the most significant aggregate 

formation occurred under the conditions of f = 500 Hz and A = 5.2 μm, there was notable variability 

among triplicate experiments. Consequently, we opted for the conditions f = 500 Hz and A = 3.3 μm 

in subsequent experiments due to the observed reduced variability 
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The average area of aggregates increased with velocity magnitude in the range below 300 

μm/s. In this region, the higher the induced velocity, the more likely it is that the collision of CPs 

proceeds such that aggregates grow. However, at velocities above 300 μm/s, the aggregate size 

decreased. This result indicates that shear stress acted on the CP aggregates and caused them to break, 

resulting in smaller aggregates. Although the largest aggregate formation was obtained at condition f 

= 500 Hz and A = 5.2 μm, the variability among triplicated experiments was relatively large. Thus, we 

employed the condition f = 500 Hz and A = 3.3 μm, which exhibited the smallest variability, in the 

following experiments. 

 



48 

 

 

Fig. 3-8 The average area of CP aggregates in bright-field images under various vibration conditions: 

(a) dependence on the vibration amplitude and (b) the vibration frequency. (c) Relationship between 

the magnitude of the velocity and the average area of CP aggregates after 15 min. Error bars indicate 

the standard deviation from triplicate experiments. Pillar geometry was set to h = 50 µm and S = 200 

µm.  
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Next, we examined the influence of vibration conditions on aggregate formation under the 

condition h = 100 µm and S = 400 µm. Fig. 3-9 shows microscopic bright images of particles on the 

substrate with micropillars captured at 10 min after application of the VIF. For higher frequency with 

f = 800 Hz and A = 2 µm compared to f = 600 Hz (Fig. 3-11 (b)), aggregate size got larger, and the 

aggregate sizes were relatively uniform, with one forming around each pillar. In cases of larger 

vibration amplitudes, smaller aggregates were formed. Increasing the amplitude resulted in the 

formation of relatively larger aggregates with size variations, particularly at f = 200 Hz with either A 

= 8 µm or A = 9 µm.  

Fig. 3-10 illustrates the quantitative examination of the dependence of aggregate area on 

vibration frequency and amplitude. The aggregate area increased with the augmentation of both 

frequency and amplitude. Fig. 3-10 (b) depicts the dependency of aggregate area on velocity. For 

frequency dependency, we set f = 400, 600, 800 Hz with a constant amplitude A = 2 µm. Regarding 

amplitude dependency, we set A = 6.2, 7.8, 9.7 µm with a constant frequency of f = 200 Hz. Even 

within the same velocity range, there was a tendency for agitation with higher frequency and smaller 

amplitude conditions to form larger aggregates. 

 

 

Fig. 3-9 Microscopic bright images of particles on the substrate with micropillars taken at 15 min 

after application of the VIF with vibration conditions in (a) f= 600 Hz, and A= 2 µm, (b) f= 800 Hz, 

and A= 2 µm, (c) f= 200 Hz, and A= 8 µm, (d) f= 200 Hz, and A= 9 µm. Pillar geometry was set to h 

= 100 µm and S = 400 µm. 
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Fig. 3-10 (a) Relationship between average size of CP aggregates and amplitude and frequency. (b) 

relationship between the average size of CP aggregates and velocity magnitude. Pillar geometry was 

set to h = 100 µm and S = 400 µm.  
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3.4.3. Effect of pillar geometry 

 

Next, we investigated the effect of the pillar arrangement on the aggregate formation under 

conditions identical to those in Fig. 2-17 with a constant height of h = 100 µm. The vibration condition 

is set to f = 600 Hz and A = 2 µm. Fig. 3-11 shows microscopic bright images of particles on the 

substrate with micropillars at 15 min after application of the VIF in various pillar arrangements. The 

binarized image for CPs aggregate detection is shown in Fig. 3-12. Under the condition where the 

inter-pillar separation was set to S = 200 µm (Fig. 3-11 (a)), the size and location of relatively large 

aggregates exhibited randomness. On the other hand, under the S = 400 µm conditions (Fig. 3-11 (b)), 

uniform aggregates were consistently found near each pillar. For S = 600 µm condition (Fig. 3-11 (c)), 

in addition to the induction of larger aggregates, small aggregates were detected as shown in the 

binarized image (Fig. 3-12). For the formation of the aggregates with S = 400 µm in the hexagonal 

array (Fig. 3-11 (d)), uniform aggregates were induced around near each pillar, similar to the S = 400 

and 600 µm conditions in the square array. 

 

 

Fig. 3-11 Microscopic bright images of particles on the substrate with micropillars taken at 15 min 

after application of the VIF with (a) 200 µm, (b) 400 µm, (c) 600 µm for square, and (d) 400 µm for 

the hexagonal array. The conditions of vibrations were f= 600 Hz and A= 2 µm for h = 100 µm. 
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Fig. 3-12 Binarized images of CPs aggregates on the substrate with micropillars taken at 15 min 

after application of the VIF with (a) 200 µm, (b) 400 µm, (c) 600 µm for square and (d) 400 µm for 

the hexagonal array. The conditions of vibrations were f= 600 Hz and A= 2 µm for h = 100 µm. 

 

The subsequent quantitative examination of the average area of CP aggregates in each 

arrangement is shown in Fig. 3-13. For square array cases, S = 200 µm got the smallest aggregate size. 

With wider pillar separation to S = 400 µm and 600 µm, aggregate size increased. The average area of 

CP aggregates in the hexagonal array is almost the same as a square array. For the variation in each 

aggregate size, a significant variability was observed with S = 200 µm and S = 600 µm. In contrast, S 

= 400 µm resulted in a smaller variation, reflecting the formation of approximately uniform-sized 

aggregates around each pillar. In the hexagonal array case with S = 400 µm, the variability of the 

aggregate area was comparable to those in the square array with S = 400 µm. Under the condition of 

S = 200 µm, it is presumed that the occurrence of aggregates at random locations contributes to the 

variability in aggregate size. In the case of S = 600 µm, the presence of both large and small aggregates 

contributes to the variability in size as shown in Fig. 3-13. These results suggest that a separation of S 

= 400 µm leads to relatively uniform aggregate formation.  
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Fig. 3-13 The conditions of circular vibrations in all cases were: h = 100 µm, f = 500 Hz, and A = 3.3 

µm. The average area of capture-bead aggregates in bright-field images under various pillar 

separation conditions. Error bars represent the standard deviations of the area of CP aggregates in the 

microscopic bright image. 

 

 

Table 3-3. shows the relationship between the number of pillars and aggregates in each pillar 

arrangement on the captured screen. For S = 200 µm, despite having 154 pillars, only 54 aggregates 

were formed. In contrast, for S = 600 µm, with 15 pillars, a larger number of aggregates, specifically 

44, were formed. These results correspond to the conditions with a large standard deviation in 

aggregate area, as shown in Fig. 3-13 indicating the non-uniformity of aggregates. On the other hand, 

for S = 400 µm in both square and hexagonal arrays, a similar number of aggregates were formed, 

with little difference in the number of pillars. In the hexagonal array, the higher number of pillars in 

the given space leads to a larger number of formed aggregates. The subsequent parameter study of 

vibration conditions utilized the S = 400 µm condition with a square array. 

These findings suggest that narrower inter-pillar separation facilitated the stochastic 

collision of aggregates due to interference between vortices, whereas wider separation led to localized 

collision events of CPs within individual vortices. These phenomena contributed to enhancing the 

reproducibility of NPs detection. In our future research endeavors, we intend to conduct an in-depth 

investigation into the impact of flow patterns on aggregate formation, aiming to further reduce the 

assay time. 
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Table 3-3 Relationship between the number of pillars and aggregates in each pillar arrangement. 

 

 

 

3.4.4. Quantification of NP concentration 

 

Next, we conducted experiments to quantify NPs concentration. Specifically, we examined 

the dependence of the average area of CP aggregates on the concentration of NPs to test the capability 

of the proposed system for quantitative measurements. Again, two pillar geometric conditions with 

smaller (h = 50 µm/S = 200 µm) and larger (h = 100 µm/S = 400 µm) cases were used. The vibration 

conditions for each geometry were set to f = 500 µm, A = 3.3 µm and f = 600 µm, A = 2 µm, respectively. 

These settings demonstrated minimal variations in aggregate formation, as discussed in the previous 

section. 

First, a smaller geometric condition was used. Fig. 3-14 shows the time evolution of the 

average area of CP aggregates under the vibration conditions: f = 500 Hz and A = 3.3 µm. In all 

conditions that contain NPs in the sample, the average area of CP aggregates increased almost linear 

linearly over time (NP concentrations of 5.7 × 109 /mL, 1.1 × 109 /mL, 5.7 × 108, /mL, and 5.7 × 107 

/mL). Fig. 3-15 shows Beeswarm plots depicting the area of CP aggregates after 15 min for each NPs 

concentration. These results support the hypothesis that the quantity of NPs adsorbed onto the CPs 

increases with NP concentration, facilitating aggregate formation. On the other hand, the incremental 

growth in the average area of CP aggregates remained small within the control experiment where NPs 

were absent (gray line). These results provide quantitative evidence that the presence of NPs in the 

sample correlates with the average area of CP aggregates within the VIF. 
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Fig. 3-14 Time evolution of the average area of CP aggregates in various concentrations of NPs. 

Error bars indicate the standard deviation from triplicate experiments. 

 

Fig. 3-15 Beeswarm plots illustrating MP aggregate area at the 15 min for each NP concentration. 

(The results presented here are from triplicated experiments.) 
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The relationship between the NP concentration and the slope of the time-dependent increase 

in the CP aggregates area is shown in Fig. 3-16. We selected the slope of increase in the CP aggregates 

area rather than the size at the plateau. This is because a clear and reproducible plateau was not induced 

in longer time mixing (~40 min). A statistically significant average could not be obtained within a 

single frame as the number of aggregates decreases. 

Based on this graph, the concentration of NPs in the sample can be estimated. Linear 

regression analysis was conducted with the fitting equation of y = 1.8629 log x – 31.618 with an R2 

value of 0.854. The LOD was determined to be 1.1 × 108 /mL, indicating that quantifying the NP 

concentration can be achieved by assessing the slope of the time-dependent increase in aggregate size 

beyond this concentration. 

 

 

Fig. 3-16 Relationship between the NP concentration and the slope of the time-dependent increase of 

the aggregate size. Error bars indicate the standard deviation from triplicate experiments. 

 

Next, a quantification test was conducted using a larger geometric condition (h = 100 µm/S 

= 400 µm). Fig. 3-17 shows the time variation of the average area of the CP aggregates in the 5−25 

min range, with vibration conditions set at f = 600 Hz and A = 2 µm. NPs concentrations were set to 

5.7 × 109 /mL, 5.7 × 108 /mL, 1.1 × 108 /mL, and 7.6 × 107 /mL, while the constant CPs concentration 

was 3.3 × 107 /mL. In cases where NPs were present, the aggregate area significantly increased under 

the three higher concentration conditions compared to the 0 /mL condition. Particularly, at the highest 

concentration of 5.7 × 108 /mL, it reached almost a plateau of about 15 min. The size of the aggregates 

reached around 1000 µm², indicating a significant increase compared to the smaller geometric 



57 

 

condition (h = 50 µm and S = 200 µm). On the other hand, at the lowest concentration condition of 

7.6 × 107 /mL, the area increase was comparable to the blank condition (0 /mL NPs concentration). 

Beeswarm plots of the area of the CP aggregates after 15 min for each NPs concentration are shown 

in Fig. 3-18.  

 

 

Fig. 3-17 Time evolution of the average area of CP aggregates in various concentrations of NPs. 

Error bars indicate the standard deviation from triplicate experiments. 
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Fig. 3-18 Beeswarm plots illustrating MP aggregate area at the 15 min for each NP concentration. 

(The results presented here are from triplicated experiments.) 

 

Quantitative analysis of NPs concentration was conducted under this. Fig. 3-19 shows the 

calibration curve derived from the slope of the increase of aggregate area for the linear region of 5−15 

min. In this plot, linear regression analysis was performed with the fitting equation of y = 16.329 log 

x – 286.17 with an R2 value of 0.9979. The LOD was calculated as 8.2 × 107 /mL, suggesting that the 

NP concentration can be quantified by determining the slope of the time-dependent increase in 

aggregate size above this concentration. 
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Fig. 3-19 Relationship between the NP concentration and the aggregate size. The vibration condition 

is set to S = 400 µm, f = 600 Hz, A = 2 µm. Error bars indicate the standard deviation from triplicate 

experiments. 

 

Table 3-4 shows a comparison of detection performance in the pillar geometric conditions. 

In the case of a larger geometric condition, the resolution was 1/4 compared to the smaller geometric 

condition. Nevertheless, LOD, sensitivity, and R2 showed an increase. Particularly, sensitivity 

increased by approximately eightfold, and R2 approached 1, indicating that the predictions of the 

calibration curve are almost identical to the observed values. These results suggest an enhancement in 

detection accuracy despite the lower resolution in the larger geometric condition. 

 

Table 3-4 Comparison of detection performance in different pillar geometric conditions. 
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3.5. Summary of Chapter 3 

 

We employed the VIF to immunoagglutination assays aimed at detecting NPs in minute 

samples. In a proof-of-concept experiment utilizing a model NP capture system based on avidin-biotin 

interactions, the VIF effectively induced the aggregation of CPs exclusively in the presence of the 

target NPs. In the quantification experiment, two configurations of pillar geometry were utilized, 

encompassing smaller (h = 50 µm and S = 200 µm) and larger (h = 100 µm and S = 400 µm) cases. 

Our findings indicated that the average area of CPs aggregates, assessed using standard bright-field 

microscopy and straightforward image analysis, was influenced by the velocity of local swirling flow. 

Additionally, an optimal velocity magnitude for the formation of large aggregates was identified for 

the smaller geometric case. On the other hand, under larger geometric conditions, the aggregation area 

did not decrease significantly even in high-velocity regions. Additionally, in the latter condition, 

relatively larger and uniform aggregates were induced. These trends of aggregate formation can be 

easily adjusted using vibration parameters and geometric conditions, indicating the versatility of our 

system for a wide variety of NP capture systems.  

The performance of detection was compared under these two conditions. In the larger 

geometric condition, despite a detection resolution of approximately 1/4 of that in the smaller 

geometric condition, the performance of detection metrics such as LOD, sensitivity, and R2 of the 

calibration curve was improved. This improvement is attributed to the formation of relatively uniform 

and larger aggregates in the larger geometric condition. Specifically, the enhanced uniformity in 

aggregate area led to increased reproducibility in aggregate formation, resulting in improved R2 of the 

calibration curve. Additionally, the increased area of aggregates formed within the same time frame 

contributed to a higher slope in the initial phase of aggregate area growth, leading to a substantial 

enhancement in sensitivity. The above improved R2 and sensitivity collectively contributed to the 

improvement of LOD. These results suggest that a larger geometric condition achieves a relatively 

large and uniform aggregate formation, which facilitates more accurate NPs detection compared to 

smaller geometric case, while using the avidin-biotin capturing system. 

However, despite the improvements in sensitivity and R2, the improvement in LOD 

remained limited to the order of 107 /ml. This can be attributed to the fact that, as indicated in Table 

3-2, at the order of 107 /ml, only several numbers of NPs can be adsorbed by a single CP, which may 

not be sufficient for effective aggregate formation. Further enhancements in LOD should be conducted 

through considerations beyond the physical parameters described in this thesis. Specifically, using 

smaller-diameter CPs to increase the surface-area-to-volume ratio is one potential avenue for 

improvement. Nevertheless, the extensive concentration range of NPs within the sample (107‒109 /ml) 

can be assessed by analyzing the slope of the time-dependent increase in the projected area of 
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aggregates. This indicates the applicative potential of our methodology for effectively detecting NPs 

over a diverse concentration spectrum. 
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Chapter 4.  

Three-dimensional numerical simulation of the flow 

field 
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4.1. Overview 

 

In this chapter, we present a numerical model to predict VIF under various vibration 

conditions. This model is an extension of our previously reported numerical simulation (Kaneko et al. 

2018), which focused on understanding the three-dimensional behavior of VIF. Our earlier work 

involved the development of a numerical simulation tool capable of directly solving the Navier-Stokes 

equations and continuity equations in a 3D computational domain. This tool enables the calculation of 

the net-induced flow around a vibrating micropillar without relying on perturbation theory or 

introducing moving boundaries. In our methodology, we solve the governing equations in a coordinate 

system that moves with the vibrating substrate containing the micropillar. The effects of vibration are 

incorporated as a time-varying inertial force acting on the fluid volume. This approach eliminates the 

need for moving boundaries. Moreover, the volume penalization method (Osher and Sethian 1988) 

facilitates the seamless integration of micropillars with complex shapes into the Cartesian grid system. 

Subsequently, the resulting time-dependent velocity field transforms into the coordinate system at rest. 

Previously, we applied this numerical code to analyze the flow field around a simple cylindrical pillar 

with circular vibration. The simulation results, including vector plots, velocity distributions, and 3D 

secondary flow, exhibited good agreement with experimental PIV (Particle image velocimetry) 

observations (Kaneko et al. 2018). This numerical code offers the advantage of calculating the flow 

field around periodically vibrating solid structures without the use of moving boundaries, achieved by 

employing a moving coordinate system fixed to the vibrating pillars. For practical applications, 

enhancing mixing characteristics is crucial, particularly through the introduction of a non-

axisymmetric pillar combined with different types of vibration. In this context, numerical simulations 

serve as a promising tool for optimizing both the 3D shape of a micropillar and the vibration 

parameters. However, to date, no studies have validated numerical simulations through a 

comprehensive comparison between simulated and experimental results for complex micropillar 

structures under various vibration conditions. 

Moreover, the development of a numerical computation method capable of calculating the 

flow field around three-dimensionally vibrating micropillars would enable the prediction of particle 

behavior in agitation. Here, we conducted particle capture simulations to predict the early stages of 

aggregate formation using the numerical simulation tool. 

 

4.2. Numerical procedures 

 

4.2.1. Computational domain and vibration conditions 

 



64 

 

We calculated the flow field surrounding a micropillar positioned between two parallel 

plates subjected to periodic vibration. The computational domain is illustrated in Fig. 4-1 (a). We 

assume the liquid is incompressible and exhibits Newtonian fluid behavior (water). The top and bottom 

boundaries correspond to the two parallel plates, with a pillar affixed to both plates and positioned at 

the center of the computational domain. The half-height of the computational domain is represented 

by δ. The two orthogonal directions tangential to the substrate are designated as x and z, while the 

direction normal to the wall is y. The origin is positioned at the center of the bottom plate. For this 

study, the diameter and height of the cylindrical pillar were set to 100 µm, matching the height of the 

computational domain. The width of the computational domain occupied by a single pillar was set at 

400 µm. We selected these dimensions for ease of flow field comparison in experiments. Specifically, 

the height was chosen to induce a relatively gentle velocity gradient in the vertical direction compared 

to smaller pillars in the range of several tens of µm, aiming to minimize errors in the vertical direction. 

choice of 400 µm width enables the observation of the flow around a single pillar with almost minimal 

interference between adjacent pillars. We assume that the entire system containing the substrate, pillar, 

and water, is subjected to either circular vibrations (Fig. 4-1 (c)) or (Fig. 4-1 (d)) parallel to the 

substrate. For circular vibration, either clockwise (CW) or counter-clockwise (CCW) were applied. 

The vibration period and the amplitude are represented as A and T, respectively. In the present 

numerical model, we adopt a moving coordinate system that follows the motion of the plates instead 

of using a fixed coordinate system, to eliminate the occurrence of moving boundaries. To incorporate 

the effects of vibrations, a body force (inertial force) rotating horizontally is applied within the fluid 

region. Subsequently, the flow field acquired in the moving coordinate system is transformed into the 

fixed coordinate system. 
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Fig. 4-1 (a) Schematic of the computational domain and coordinate system cylindrical pillar. The 

trajectory of the micropillar subjected to (b) circular vibration and (c) rectilinear vibration, 

respectively. 

 

Considering the incompressibility of the liquid and its Newtonian fluid characteristics, the 

flow is described by the governing equations of Navier‒Stokes and continuity: 

 

𝜕𝑢𝑖
𝜕𝑡

+ 𝑢𝑗
𝜕𝑢𝑖
𝜕𝑥𝑗

 =  −
1

𝜌

𝜕𝑝

𝜕𝑥𝑖
+ 𝜈

𝜕2𝑢𝑖
𝜕𝑥𝑗𝜕𝑥𝑗

, (4-1) 

𝜕𝑢𝑖
𝜕𝑥𝑖

 =  0, (4-2) 

where ν, ρ, and p represent kinetic viscosity, density of the fluid, and static pressure, 

respectively. The two orthogonal directions tangential to the substrate are designated as x and z, while 

the direction normal to the wall is y. Time is denoted as t. We introduce under-bar, which indicates a 
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physical quantity in the fixed coordinate system, to distinguish these equations from the moving 

coordinate along a subsequently defined circular orbit. The origin of the computational domain is 

placed at the center of the bottom substrate. ui represents the fluid velocity, where the subscript i 

represents, i = 1, 2, 3 corresponds to the three directions x, y, z, respectively. A micropillar, with a 

height identical to the computational domain 2δ, is affixed to the bottom substrate. As well as the top 

and bottom walls (i.e., y = 0 and 2δ), surface of the pillar are subjected to non-slip conditions. For 

horizontal directions x and z, periodic boundary condition is applied, indicating that the geometry 

shown in Fig. 4-1 (a) repeats in horizontal two directions. As shown in Fig. 4-1 (c), (d), micropillar is 

subject to circular and rectilinear orbit. Using the radius and period of the oscillation A and T, the 

relative displacements of the micropillar 𝒙𝑪 and 𝒙𝑼 are expressed as 

 

𝒙𝑪 = (

𝑥𝐶
𝑦𝐶
𝑧𝐶
) = 

(

 
 
𝐴 sin (

2𝜋𝑡

𝑇
)

0

𝐴 cos (
2𝜋𝑡

𝑇
)
)

 
 
, (4-3) 

𝒙𝑼 = (

𝑥𝑈
𝑦𝑈
𝑧𝑈
) = (

𝐴 sin (
2𝜋𝑡

𝑇
)

0
0

) , (4-4) 

 

For the opposite direction of circular in this CW direction, the displacement in CCW is 

represented as −𝒙𝑪. The velocity of the solid substrate, denoted as 𝒖𝑪 and 𝒖𝑪, can be determined 

by conducting the time derivative of 𝒙𝑪 and 𝒙𝑼 as follows; 

 

𝒖𝐶 = 
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(4-5) 

𝒖𝑈 = 
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𝑑𝑥𝑈
𝑑𝑡
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= (

2𝜋𝐴

𝑇
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𝑇
)

0
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) (4-6) 

 

We introduce another coordinate system 𝒙 = (𝑥, 𝑦, 𝑧)𝑻 , which moves at the identical 

velocity as the substrate. 
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𝒙 = (
𝑥
𝑦
z
)  =  (

𝑥
𝑦

𝑧
) − (

𝑥𝐶
0
𝑥𝐶
) , (4-7) 

 

Thus, the relative fluid velocity to the substrate is expressed as: 

 

𝒖 =  (
𝑢
𝑣
𝑤
)  =  (

𝑢
𝑣
𝑤
) − (

𝑢𝐶
0
𝑤𝐶
) . (4-8) 

 

Here, a variable without an under-bar represents a quantity in the moving coordinate system. The 

governing equations (4-1) and (4-2) can be written in the moving coordinate by transforming to xi 

and ui, from xi and ui, respectively, as follows 

 

𝜕𝑢𝑖
𝜕𝑡

+ 𝑢𝑗
𝜕𝑢𝑖
𝜕𝑥𝑗

 =  −
𝜕𝑝

𝜕𝑥𝑖
+
1

𝑅𝑒

𝜕2𝑢𝑖
𝜕𝑥𝑗𝜕𝑥𝑗

+ 𝑓𝑖 , (4-9) 

𝜕𝑢𝑖
𝜕𝑥𝑖

 =  0, (4-10) 

 

A dimensionless inertia force fi indicates the effect of the vibration resulting from the 

acceleration/deceleration of the moving coordinate, expressed as 

 

𝒇𝐶 = −
𝑑𝒖𝑐
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) . (4-12) 

 

Physical variables are normalized using the length scale δ and the oscillation period T to 

generalize the problem. Hence, the normalized velocity scale is expressed as Uref = δ/T. The 

dimensionless coordinate is then expressed as 
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𝒙∗  ≡  
𝒙

𝛿
=  
1

𝛿
(
𝑥
𝑦
𝑧
) . (4-13) 

𝒖∗  ≡  
𝒙

𝑈𝑟𝑒𝑓
= 
𝑇

𝛿
(
𝑢
𝑣
𝑤
) . (4-14) 

 

A dimensionless quantity is denoted as a superscript of an asterisk. The normalized 

(dimensionless) pressure and time are denoted as p* = p/(ρ Uref 
2) and t* = t/T, respectively. Equations 

(4-1) and (4-2) with dimensionless forms are expressed by substituting these relationships as  

 

𝜕𝑢𝑖
∗

𝜕𝑡∗
+ 𝑢𝑗

∗
𝜕𝑢𝑖

∗

𝜕𝑥𝑗
∗  =  −

1

𝜌∗
𝜕𝑝∗

𝜕𝑥𝑖
∗ + 𝜈

∗
𝜕2𝑢𝑖

∗

𝜕𝑥𝑗
∗𝜕𝑥𝑗

∗ + 𝑓𝑖
∗, (4-15) 

𝜕𝑢𝑖
∗

𝜕𝑥𝑖
∗  =  0, (4-16) 

 

where the dimensionless inertia force f*
i is defined as 

 

𝒇𝑖
∗ = 

2𝜋

𝑆𝑡
(
𝑐𝑜𝑠(2𝜋𝜔𝑡)

0
𝑠𝑖𝑛(2𝜋𝜔𝑡)

) . (4-17) 

 

For the opposite direction of circular in the CW, the inertia force in the CCW direction is 

expressed as −𝒇𝑪 . as well as the case of displacement. After non-dimensionalizing all physical 

quantities by the half-height of the channel δ and the vibration period T, the aforementioned equations 

are solved in the actual calculation.  

 

4.2.2. Numerical methods and conditions 

 

For solving the governing equations (4-1) and (4-2) in the moving coordinate, we use a 

pseud-spectral method. Here, a solution is expanded by Fourier modes and Chebyshev polynomials in 

the x/z directions and y direction, respectively. Regarding the advancement of time, we use the Crank‒

Nicolson for the diffusion terms, while the convection terms are subject to the second-order Adams 

Bashforth scheme (Hasegawa and Kasagi 2011; Suzuki and Hasegawa 2017). 

The numbers of modes applied is represented as (N1, N2, N3) = (64 × 33 × 64) in x, y, and 

z directions, respectively. To eliminate aliasing errors, the 3/2 rule is applied, denoting that the non-

linear terms are calculated 1.5 times finer in each direction of physical grid points. The time step, 

normalized by the vibration period T, is defined as Δt* = 1.0 × 10-4, implying that t*-1 = 104 time 

steps are needed to calculate the velocity field for one vibration period t* = 1. Rotational vibration is 
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introduced at t = 60 to attain a fully developed flow field after the calculation begins with a stationary 

flow at t = 0. Following the transient, the flow field becomes completely periodic in one vibration 

cycle. 

 

4.2.3. Volume penalization method for defining the pillar shape 

 

To enforce a no-slip condition at a solid surface with complex geometry, we use a volume 

penalization method. This technique is the category of immersed boundary methods, where a complex 

structure is incorporated into the cartesian coordinate system. Unlike employing a coordinate system 

fitted to the boundary, the immersed boundary offers advantages such as straightforward grid 

generation, irrespective of the complexity of geometry. Furthermore, precise discretization schemes 

designed for the cartesian grid system can be employed. 

In this investigation, the pillar's geometry is initially represented by a level-set function 𝜙0 

(Osher and Sethian 1988). The level-set function 𝜙0, a signed distance function from a surface, is 

commonly employed to describe intricate interface geometry. In this context, 𝜙0  is defined as 

positive inside the solid and negative in the fluid domain. Subsequently, 𝜙0 is transformed into the 

phase-identification function 𝜙. Within this transformation, 𝜙 is assigned unity in the solid regions 

and null in the fluid regions. To prevent numerical instability, the phase-identification function 

smoothly transitions from zero to one across the interface within a few grid points. Introducing an 

artificial damping force proportional to 𝜙  into the Navier‒Stokes equation enforces the no-slip 

condition at the solid surface. Specifically, the conversion from the level-set function to the phase-

identification function is achieved using the following formula: 

 

𝜙 = 0                         𝜙0 < −𝛿𝑖𝑛𝑡 (4-18) 

𝜙 =

[
 
 
 
 

1 + exp

{
 
 

 
 4(

𝜙0
𝛿𝑖𝑛𝑡

)

(
𝜙0
𝛿𝑖𝑛𝑡

)
2

− 1
}
 
 

 
 

]
 
 
 
 
−1

     − 𝛿𝑖𝑛𝑡 < 𝜙0 < 𝛿𝑖𝑛𝑡 (4-19) 

𝜙 = 1                         𝛿𝑖𝑛𝑡 <  𝜙0 (4-20) 

 

The selected function is differentiable throughout the entire domain and precisely zero and 

unity in the fluid and solid domains, respectively. The imposition of a no-slip condition at the solid 

surface involves introducing an artificial damping force in the Navier-Stokes equations (4-15) as 

follows: 
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𝜕𝑢𝑖
𝜕𝑡

+ 𝑢𝑗
𝜕𝑢𝑖
𝜕𝑥𝑗

 =  −
𝜕𝑝

𝜕𝑥𝑖
+
1

𝑅𝑒

𝜕2𝑢𝑖
𝜕𝑥𝑗𝜕𝑥𝑗

+ 𝑓𝑖 − 𝜂𝜙𝑢𝑖 (4-21) 

 

In this context, the final term on the right-hand side represents the term of the volume 

penalization. The term is non-zero at 𝜙 = 0, effectively suppressing all velocity components within 

the solid. Equations (4-21) revert to the original Navier-Stokes equations (4-15) within the flow 

domain where 𝜙 = 0. The strength of the volume penalization method lies in its capability to 

implement solid objects with diverse shapes by adjusting the spatial distribution of 𝜙 within the 

same Cartesian grid system. However, a drawback is the relatively slow grid convergence attributed 

to the smeared representation of the interface within a few grid points, as previously mentioned. 

 

 

Fig. 4-2 Expression of the interface by (a) level-set function and (b) Shape indicator. 

 

 

4.2.4. Lagrangian time-averaging of the flow field 

 

For the calculation of an unsteady flow, it is widely acknowledged that a Lagrangian and 

Eulerian mean velocity field are not consistent (Andrews and Mcintyre 1978). Certainly, this 

phenomenon is demonstrated in the previous studies (Nama et al. 2017; Kaneko et al. 2018) for the 

case of VIF around oscillating micropillar. Thus, we calculate a time-averaged Lagrangian velocity 

field in the numerical simulation to compare the results with experimental ones. Here, trajectories of 

fluid particles are calculated by using the 4th order Runge‒Kutta method (Suzuki et al. 2004; Kaneko 

et al. 2018) which applies time integration of local fluid velocity. Particles are initially placed at mid-

plane (y = 50 µm) with tangentially uniform spacings of Δx = Δy = 4.17 μm in the three-dimensional 
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space. As the particle location is not always on the grid point precisely, linear interpolation of the sub-

grid velocity is conducted using the velocities at the surrounding eight grid points. The integration of 

the particle Lagrangian velocity is performed using fifty instantaneous velocity fields within one 

vibrating cycle, with a smaller time step Δt* = 5.0×10-3. Thus, the velocity field at a moment between 

the snapshots is acquired through linear interpolation of the two adjacent snapshots. Following the 

tracking of fluid particles for ten cycles of the applied vibration, the time-averaged Lagrangian velocity 

field is derived from the displacement between the initial and final positions of each particle. 

 

4.2.5. Particle capture simulation for predicting initial stage of aggregate formation 

 

To predict the particle capture induced by the VIF, a Lagrangian fluid particle tracking 

simulation is conducted, using the instantaneous flow field. The time-averaged Lagrangian velocity 

obtained in the previous section merely represents particle motion with time-averaging. However, in 

reality, fluid particles move with periodic oscillations following the instantaneous velocity. Therefore, 

to precisely reproduce the behavior of the path of the fluid particle advection, it is necessary to use 

instantaneous velocity instead of time-averaged Lagrangian velocity. Particle tracking is performed 

for particles initially distributed in specific regions in the 3D flow field using the same numerical 

method used for Lagrangian time-averaging. 

In practice, two types of virtual particles are placed in the computational domain: large 

capture particles (DCP = 3 µm) and small target particles (DNP = 0.15 µm). Using the obtained flow, a 

particle tracking simulation is conducted using the fourth-order Runge-Kutta method for the 

calculation of particle capture. Capture is determined to have occurred when the distance P between 

the centers of the two types of particles became smaller than the sum of their radii (i.e., P ≤ (DCP + 

DNP)/2). Capture rate (It) is given as  

𝐼𝑡 =
𝑁𝑡
𝑁0
× 100, (4-22) 

where N0 and Nt represent total number of target particles at initial state and number of captured-target 

particles, respectively. Once capture occurs, the target particle is removed from the calculation and 

does not collide with any other capture particles. Number of arranged CP and NP is set to 32, 72, 405, 

777, for S = 150, 200, 400, and 600 µm, respectively. These numbers correspond to concentrations of 

2.2 × 107 /mL, 2.2 × 107 /mL, 2.2 × 107 /mL, 2.6 × 107 /mL, and 2.2 × 107 /mL (Table 4-1). 
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Fig. 4-3 Capture determination algorithm of CP and NPs. 

 

Table 4-1 Concentration of NP in each condition. 

 

 

 

4.3. Comparison with experimental flow fields 

 

At first, we compare the Lagrangian velocity field around the cylindrical pillar subject to 

circular vibration between the simulation and experimental PIV results. Fig. 4-4 (a, b) shows 2D vector 

plots of the Lagrangian flow fields at the mid-plane of the pillar height (y = 50 μm) obtained with the 

numerical simulation and PIV measurements. Vibration conditions are set to frequency f = 600 Hz 

(corresponding to the inverse of the vibration period, T) and an amplitude A = 3.3 μm, which are 

identical in the simulation and experimental. The flow fields with simulation and experiment exhibit 

consistency in terms of swirling flow patterns and their velocity magnitudes. In addition, the radial 

profiles of azimuthal velocity in Fig. 4-4 (c) show similar trends in the peak positions (around r = 75 

μm, approximately 25 μm away from the pillar wall) and the decline of the profile with increasing 

distance from the pillar. These results confirm the accuracy of the current simulation. 
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Fig. 4-5 shows vector plots of the Lagrangian velocity field projected to the x-y and z-y plane. 

The flow around the pillar is predominantly two-dimensional, as it flows along the periphery of the 

pillar. 

 

 

Fig. 4-4 2D vector plots of time-averaged Lagrangian velocity field around a cylindrical pillar 

obtained through (a) the numerical simulation and (b) PIV measurement. The white arrows in each 

figure indicate the direction of circular vibration. (c) Lagrangian azimuthal velocity profiles as 

functions of the distance from the center of the pillar r. Error bars indicate the standard deviation 

from triplicate experiments. 
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Fig. 4-5 Vector plots of the Lagrangian velocity field projected to x-y and z-y plane. 

 

 

4.3.1. Time-averaged Lagrangian flow field with the rectilinear vibration 

 

Next, we explore the time-averaged Lagrangian flow field around a cylindrical micropillar 

under the rectilinear vibration as defined by equations (4-12). The vibration condition is set to f = 

600Hz and A = 3.3 µm. 2D streamlines and vector plots obtained in the numerical simulation are 

shown in Fig. 4-6. The horizontal flow field obtained via PIV measurements for comparison with 

simulation is depicted in Fig. 2-19 in Chapter 2. In both simulation and experimental cases for 

streamlines (Fig. 4-6 (a) and Fig. 2-19 (a)), symmetrical flow patterns around a pillar featuring four 

vortices in each of the four quadrants are generated. The streamlines remain confined within each 

quadrant, illustrating the interference of flow among neighboring pillars arranged in a square lattice. 

Additionally, the horizontal flow field with the simulation and PIV measurement shows good 

agreement as shown in 2D vector plots at the mid-plane (Fig. 4-7 (b) and Fig. 2-19 (b)). In these vector 

plots, influx and ejection flows are generated in the directions of parallel and perpendicular to the 

vibration, respectively similar to previous studies (Lutz et al. 2005; Hayakawa et al. 2018). On the 

other hand, the magnitude of the ejection flow exceeds that of the influx flow. This phenomenon can 

be elucidated by considering the three-dimensionality of the induced Lagrangian flow as illustrated in 

Fig. 4-7 (c, d). For the vector plots in the xy-plane, ejected Lagrangian flow is generated which 

converges toward the center of the pillar height, leading to flow acceleration. Conversely, in the zy-
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plane, the influx flow approaching the pillar side wall diverges towards the top and bottom plates. The 

3D characteristics observed in Fig. 4-7 (c, d) were not anticipated by previous theoretical analyses 

under 2D flow assumption (Hayakawa et al. 2018), indicating that the necessity for a 3D analysis to 

accurately predict the Lagrangian velocity induced around a pillar subjected to rectilinear vibration. 

For velocity magnitude, although vibration conditions f and A are the same as those of the 

circular vibration, the peak velocity magnitude is nearly eight times smaller in the case of rectilinear 

vibration. This trend suggests that circular vibration is more effective in inducing a net flow with a 

smaller input energy. 

 

 

Fig. 4-6 (a) 2D streamlines of the time-averaged Lagrangian velocity field around a cylindrical pillar 

subjected to rectilinear vibration. (b) 2D vector plots of the Lagrangian velocity field. (c, d) Vector 

plots of the Lagrangian velocity field in the vertical plane for (c) xy-plane and (d) zy-plane. The 

black and white arrows in each figure represent the direction of the vibration. 
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Fig. 4-7 depicts the peak velocity magnitude of influx and ejection flows. Generally, the 

velocity magnitude obtained from the simulation is approximately 30% smaller than the experimental 

result. However, a consistent trend is apparent in both the simulation and experimental results, with 

the Lagrangian velocity being larger in the ejection flow compared to the influx flow. 

 

 

Fig. 4-7 Comparison of the peak velocity magnitude along the x (ejection) and z (influx) axes 

between the numerical simulation and PIV measurement. Error bars represent the standard deviation 

of triplicated experiments. 
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4.3.2. Time-averaged Lagrangian flow field with a complex shape 

 

To enhance the versatility of our numerical simulation for sophisticated fluid control, we 

investigate a flow field around a pillar with an asymmetric cross-section, namely, a Ninja-star as 

illustrated in Fig. 4-8 (a). Specifically, we set the length of the arm l to be 70 µm, with outside and 

inside curvatures (R1 and R2) of 35 µm and 30 µm, respectively. SEM images of asymmetric 

micropillars are shown in Fig. 4-8 (b). The entire system is driven by circular vibration, which can 

either clockwise (CW) or counter-clockwise (CCW), as illustrated in Fig. 4-1 (c). These scales and 

vibration patterns are defined following previous work (Hayakawa and Arai 2017). The vibration 

conditions in both the simulation and the experiment are consistent; f = 600 Hz and A = 3.3 µm. 

 

 

Fig. 4-8 (a) Schematic of a cross-section of the asymmetric (Ninja-star) shape. (b) SEM images of 

micropillars with asymmetric shape with the height h = 100 μm and pillar separation S = 400 µm.  
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Fig. 4-9 shows a comparison of streamlines induced around the asymmetric pillar with both 

CW and CCW directions, as observed through numerical simulation and experiment. For the circular 

vibration in the CW direction, four small vortices form inside the bent arms of the Ninja star (Fig. 4-9 

(a, b)). Conversely, with CCW vibration, four vortices are induced far from the edge of the pillar (Fig. 

4-9 (c, d)). These results suggest that the present simulation effectively reflects the effect of the 

vibration direction on the induced Lagrangian velocity field. 

 

 

Fig. 4-9 Streamlines of the time-averaged Lagrangian velocity field around the asymmetric pillar 

under circular vibrations in (a, c) Numerical simulation and (b, d) experimental results. Experimental 

observation utilizes long-exposure particle imaging for fluorescent particles. Vibration directions are 

indicated by black or white arrows in each figure, representing either (a, b) CW or (c, d) CCW 

directions. 

  



79 

 

Next, we compare 2D vector plots of the Lagrangian velocity field around the asymmetric 

pillar between simulation and PIV measurement (Fig. 4-10). In both CW and CCW conditions, a local 

flow circulating the pillar is induced, similar to the cylindrical pillar condition. When the direction of 

vibration reverses, the rotational direction of the circulating flow also reverses. Additionally, the 

highest absolute velocity is concentrated near the tips of the four arms of the Ninja star, with the 

maximum velocity resembling that of a cylindrical pillar (~800 µm/s). These patterns are consistently 

observed in both the simulation and the experimental results, as illustrated in Fig. 4-10 (a, c) and Fig. 

4-10 (b, d), respectively. The peak velocity around the asymmetric pillar, i.e., the averaged maximum 

velocity magnitudes near the four arms of the pillar, are compared between the simulation and 

experiment Fig. 4-10 (e). The results in the simulation exhibit quantitative agreement with the 

experimental one, and the simulation accurately predicts the trend of a larger Lagrangian velocity in 

the case of CCW rotation. Furthermore, the influence of three-dimensionality is nearly negligible in 

the case of circular vibration, despite the complex shape of the pillar. 

In summarizing the comparison between simulation and experiment, the current simulation 

accurately reproduces the flow fields with both cylindrical and complex shapes under different 

vibration directions. Obtained simulation results are validated through experimental PIV 

measurements. 
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Fig. 4-10 2D vector plots of the time-averaged Lagrangian velocity field around the asymmetric 

pillar under circular vibrations in (a, c) numerical simulation and (b, d) experiment. Vibration 

directions are specified as either (a, b) CW or (c, d) CCW. The white arrows in each figure indicate 

the direction of the vibration. (e) Peak velocity magnitudes around the asymmetric pillar.  
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4.4. Dependence of vibration parameters/pillar separation on the flow field 

 

As described in Chapter 2, vibration parameters have impacts on the resulting flow field 

(Hayakawa et al. 2015) in the VIF. Here, the effects of frequency f, amplitude A, and pillar separation 

S on the time-averaged Lagrangian velocity field are numerically investigated. Specifically, the 

frequency f is varied as 100, 200, 400, 600, 800, and 1200 Hz with a constant A = 3.3 µm and S = 400 

µm. In the second set of simulations, the amplitude A is systematically changed as 1, 2, 3.3, and 6 µm 

under the constant f = 600 Hz and S = 400 µm. In the third set of simulations, the pillar separation S is 

varied as 150, 200, 400, and 600µm under the constant f = 600 Hz and A = 3.3 µm. 

Fig. 4-11 depicts radial profiles of the azimuthal velocity with dependence on f, A, and S. 

The velocity increases with the increment of both frequency and amplitude, indicating frequency and 

amplitude dependence. Regarding pillar separation, the velocity magnitude increases with an increase 

in pillar separation, and the velocity profile expands. Under conditions with S = 400 and 600 µm, the 

distribution remained largely unchanged. 
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Fig. 4-11 Azimuthal velocity profiles as a function of the distance from the pillar center (r) with 

dependence on (a) frequency f, (b) amplitude A, and (c) pillar separation S.  
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The magnitude and the location of the maximum Lagrangian azimuthal velocity are 

quantitatively summarized in Fig. 4-12 (a, b), where the horizontal axis is the value of a normalized 

parameter which is unity when the frequency, amplitude, and pillar separation are f0 = 600 Hz and A0 

= 3.3 µm, S0 = 400 µm respectively.  

The dependence of the frequency and the amplitude of the peak azimuthal velocity on these 

parameters shows similar trends to our previous theoretical analysis based on the 2D stream function 

equations (Hayakawa et al. 2015). Specifically, the peak velocity value increases monotonically and 

nonlinearly as f and A increase (Fig. 4-12 (a)). For the dependence of pillar separation, peak velocity 

magnitude increases as S increases in the range where S/S0 is lower than 1. Conversely, when S/S0 is 

higher than 1, the velocity magnitude slightly increases with the increase of S.  

The radial peak position (from the center of the pillar) of the Lagrangian azimuthal velocity 

profile is also depicted for each normalized parameter to characterize the shapes of the velocity profiles 

(Fig. 4-12 (b)). The result indicates that the peak position approaches the side wall of the pillar with 

increasing frequency. This tendency agrees well with our previous theoretical analysis (Hayakawa et 

al. 2015), which explained that the frequency dependency of the peak position can be explained by the 

Stokes boundary layer thickness, 𝛿𝑠 = √2𝜈 𝜔⁄ , where ν and ω are the kinematic viscosity and angular 

frequency, respectively. On the other hand, the peak position moves away from the side wall of the 

pillar as both amplitude and pillar separation increase. This result should reflect the fact that an 

increase in vibration amplitude expands the flow field. Additionally, the flow field expands with a 

wider pillar separation due to the reduction of interference between adjacent pillars.  

In summary, vibration frequency, amplitude, and pillar separation alter the magnitude of 

induced velocity in a similar manner, but the effects on the velocity profiles, especially on the boundary 

layer thickness, are different. 
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Fig. 4-12 (a) Relationship between the peak velocity magnitude and the vibration parameters 

(normalized frequency f/f0, amplitude A/A0, and pillar separation S/S0). (b) Relationship between the 

peak position of the velocity profile (zero at the center of the pillar) and normalized parameters. The 

gray line in the panel represents the theoretical stokes layer thickness. 
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4.5. Particle capture simulation  

 

Next, we conducted a numerical simulation of particle capture between CP/NP using 

particle tracking. The pillar separation of S = 200 µm and 400 µm was adopted which is used for NP 

detection in chapter 2. The vibration condition is set to f = 600Hz and A = 3.3 µm. 

Fig. 4-13 shows snapshots before particle agitation in the computational domain in S = 200 

µm and 400 µm conditions. Two kinds of particles are uniformly arranged in the x-z and x-y planes. 

To investigate the three-dimensional particle behavior induced by agitation, particles are placed within 

several different x-z directions. Before agitation, the particles are initially located near the center of 

the computational domain. However, due to local vortex flows, particle advection occurred, resulting 

in both CP and NP becoming uniformly and randomly distributed within the computational domain 

(Fig. 4 14). Particle migration is induced due to local circular flows around the pillar, causing the 

CP/NP to disperse randomly throughout the domain (Fig. 4-14). Under both S = 200 µm and 400 µm 

conditions, particles exhibited three-dimensional motion, but under the S = 400 µm condition, a 

relatively large number of particles remained near the center of the computational domain. In contrast, 

under the S = 200 µm condition, most particles dispersed three-dimensionally without remaining 

confined to the initial horizontal cross-section. In the vector plots of Fig. 4-5, it appeared that there 

was little evidence of a three-dimensional flow field around the pillar subjected to circular vibration. 

However, particles exhibited three-dimensional advection with particle tracking simulation. 

 

Fig. 4-13 Snapshots of the initial position of the particle tracking simulation. The tracer particles 

initially dispersed uniformly around the pillar. (a) S = 400 µm and S = 200 µm condition. 
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Fig. 4-14 Snapshots of the particle tracking simulation at 200s for stirring. (a) S = 400 µm and S = 

200 µm condition. The vibration condition is set to f = 600 Hz and A = 3.3 µm. and PIV 

measurement. Error bars represent the standard deviation of triplicated trials. 

 

Through the particle tracking simulations, we were able to visualize the three-dimensional 

behavior of particles. However, in the experimental particle dispersion environment, it is not feasible 

to freely control the arrangement of particles. Therefore, in numerical simulations as well, calculations 

are conducted with an initial configuration condition where particles are randomly positioned (Fig. 

4-15 (a)). 

Fig. 4-15 (b) shows the time course of the capture rate of target particles under the conditions 

of S = 200 µm and 400 µm, respectively. The error bars represent the standard deviation of the capture 

rate across three independent calculations. Over the agitation period of 0 to 200 s, the capture rate 

increases with time. Under the S = 400 µm condition, the capture rate reached approximately 20% at 

200 s. Under the S = 200 µm condition, there was greater variability in the capture rate compared to 

the S = 400 µm condition, and the capture rate reached around 30% at the 200 s. 
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Fig. 4-15 (a) Snapshots of the initial position of the particle tracking simulation in S = 400 µm 

condition. (b) Time course of capturing rate of target particle. Pillar separation is set to (black and 

gray line) S = 400 µm and (red and orange line) S = 200 µm, with each f = 600 µm and A = 3.3 µm.  

 

Next, we investigated the trajectories of a single pair of CP and NP to see how they collide 

under exploration in the computational domain. The vibration condition is set to S = 200 µm, f = 600 

Hz, and A = 3.3 µm. 

 Fig. 4-16 shows the trajectory of the single pair of NP and CP. In the trajectory from the 

beginning of stirring (Fig. 4-16 (a)), the positions of NP and CP in the x-z plane are initially separated. 

Examining the trajectory during the last 9.8 seconds leading up to the collision (Fig. 4-16 (b)), CP 

caught up with NP and collided with it. The time-evolution plot of y (t-y plot) until the collision (Fig. 

4-16 (c)) depicts the three-dimensional particle behavior during advection from almost the same 

position. These results demonstrate that NP and CP, initially positioned at a distance from each other, 

undergo advection following a circular flow with three-dimensional motion and eventually collide. 
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Fig. 4-16 Trajectory of the single pair of NP and CP. (a) The trajectory for 4.1 s from the beginning 

of stirring. (b) Trajectory for the last 9.8 s before the collision. (c) Time-evolution of y (t-y plot) until 

the collision. The vibration condition is set to S = 200 µm, f = 600 Hz, and A = 3.3 µm. 

 

Subsequently, we examined the locations where the collision between NP and CP occurs at 

200 seconds of stirring. Fig. 4-17 illustrates a capture point projected onto the x-z plane and the 

temporal evolution of the y capture position (t-y plot). Under the S = 400 µm condition (Fig. 4-17 (a)), 

collisions predominantly occurred in the vicinity of the pillar sidewall. In the y-direction capture point, 

a tendency for captures in three-dimensional space randomly was observed. In the case of S = 200 µm 

condition (Fig. 4-17 (b)), a trend was evident that capture occurs randomly both in the x-z plane and 

the y direction. 
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Fig. 4-17 Capture point after 200s for stirring in the condition of (a) S = 400 µm and (b) S = 200 µm 

condition. The vibration condition in each is set to f = 600 Hz and A = 3.3 µm. 

 

 

4.5.1. Effect of the vibration conditions on capture rate 

 

Next, the effect of various vibration conditions on the capture rate was investigated. 

Specifically, we examined the effect of vibration frequency, amplitude, and separation between pillars. 

Fig. 4-18 shows the relationship between the capture rate after 200 s for these vibration conditions. 

Regarding pillar separation dependence (Fig. 4-18 (a)), the capture rate increases as the pillar 

separation gets shorter. In addition, the variation of capture rate among the three calculations increases 

as the pillar separation gets shorter. In the case of different frequencies (Fig. 4-18 (b)), the capture rate 

increases as the frequency increases. Similarly, for the dependence of vibration amplitude (Fig. 4-18 

(c)), the capture rate increases as the amplitude increases. Here, the capture rate with S = 200 µm 

condition is also plotted in the panel. Similarly to Fig. 4-18 (a), a shorter pillar separation corresponds 

to a higher capture rate for all amplitude conditions. 
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Fig. 4-18 Relationship between capture rate and (a) pillar separation, (b) frequency, and (d) 

amplitude at 200s vibration. 
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Using capture rates and the vibration conditions presented in Fig. 4-18, we examine the 

relationship between capture rate and velocity magnitude, investigating the frequency and amplitude 

dependencies (Fig. 4-19). An escalation in velocity corresponds to an increase in both frequency and 

amplitude, as illustrated in Fig. 4-12 (a). Regarding the frequency and amplitude dependence (Fig. 

4-19 (a)), the capture rate increases with the rise in velocity magnitude, observed across both frequency 

and amplitude. This result suggests that the capture rate is dependent on velocity, indicating an 

acceleration in particle collisions. 

 

 

Fig. 4-19 Relationship between capture rate at 200s and velocity magnitude. 

 

 

4.5.2. Correlation between numerical capture rate and experimental aggregate formation 

 

Next, the relationship between the formation of aggregates observed in the experiments and 

the capture rate obtained from the numerical simulation was investigated. Fig. 4-20 shows the 

correlation between the averaged area of CP aggregates and the particle capture rate obtained in the 

experiment and numerical simulation, respectively. Fig. 4-20 (a) shows the relationship between the 

average area of CP aggregates in the experiment and the capture rate with frequency/amplitude 

dependence. They show a positive correlation. This suggests that particle capture and aggregate 

formation are facilitated in response to the increase in velocity.  
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Fig. 4-20 Correlation between the averaged area of CP aggregates and particle capture rate obtained 

in experiment and numerical simulation, respectively. 

 

 

4.5.3. Dependence on particle concentration 

 

Finally, we investigated the dependence of NP concentration on the capture rate, to compare 

with the concentration dependence of the aggregation area in experiment results. Here, NP 

concentrations are set to 2.2 × 107 /mL, 1.1 × 108 /mL, 2.2 × 108 /mL, and 4.5 × 108 /mL, respectively 

(initial positions of particles are shown in Fig. 4-21). Particles are randomly dispersed throughout the 

entire computational domain. We employed the S = 200 µm condition, which exhibited a high collision 

frequency in the parameter study in Fig. 4-18. The vibration condition is set to f = 600 µm and A = 3.3 

µm. 
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Fig. 4-21 Snapshots of the initial position of the particle tracking simulation in various NPs 

concentrations. The concentration of NPs is set to (a) 2.2 × 107 /mL, (b) 1.1 × 108 /mL, (c) 2.2 × 108 

/mL, and (d) 4.5 × 108 /mL, respectively. 

 

Fig. 4-22 (a) shows the time course of the capturing rate of target particles in various NP 

concentrations. There is no large difference in capture rates for any concentration. On the other hand, 

in a probability distribution of the number of attached NPs to single CPs (Fig. 4-22 (b)), differences 

are observed in the distribution for each concentration condition. Under the condition of the lowest 

NP concentration of 2.2 × 107 /mL, the peak position in the distribution is zero, indicating that most 

CPs do not collide with NPs. As the NP concentration increases to 1.1 × 108 /mL, 2.2 × 108 /mL, and 

4.5 × 108 /mL, the peak position shifts to the right, accompanied by a decrease in the normalized 

frequency.  

Even with variations in NPs concentration, the capture rate remains unchanged in conditions 

where vibration conditions and pillar geometric conditions are constant. However, an increase in the 

NP concentration in the computational domain leads to the peak position shift in probability 

distribution. This shift is attributed to the increased number of NPs in the computational domain and 

the resultant higher frequency of collisions, leading to an increased number of attached NPs per single 

CP.  
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In this simulation, the CPs concentration is set to 2.2 × 107 /mL, which is of the same order 

as the experimental concentration of 3.3 × 107 /mL. Also, a peak shift in the probability distribution in 

the simulations was observed at NP concentrations greater than 1.1 × 108 /mL. In the experiments of 

aggregate formation, the dependence on aggregate area has been observed at concentrations around 

this order 1.1 × 108 /mL. Thus, concentration dependence in the simulation was confirmed at CPs/NPs 

concentrations of the same order as in the experiments. These results suggest that it is possible to 

predict not only the mere capture rate but also the extent to which NPs adhere to CPs, for the particle 

capture in the early stages of aggregation via the present simulation. This prediction is anticipated to 

contribute to the prediction of NP detection corresponding to CPs aggregate area. 

 

 

Fig. 4-22 (a) Time course of capturing rate of a target particle in various NP concentrations. (b) 

Probability distribution of number of attached NPs to single CPs.  
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4.6. Summary of Chapter 4 

 

To predict the particle capture phenomenon at the initial stages of aggregation, we performed 

a three-dimensional numerical simulation in various vibration conditions by extending our numerical 

model (Kaneko et al. 2018). The present numerical model enables the facile adjustment of vibration 

directions and amplitudes by modifying the conditions of the time-varying inertia force acting on the 

fluid, thus, we conducted a numerical simulation of VIF subjected to various vibrations. In addition, 

our simulation can implement complex 3D shape pillars by using the volume penalization method. 

Using the velocity field obtained in the simulation, we conducted fluid particle tracking to derive the 

Lagrangian velocity field, facilitating a direct comparison of the simulation results with the particle 

trajectories observed in our experiments. 

First, we compare the flow field obtained in the simulation with experimental PIV 

measurements to validate the present simulation. In particular, we investigate the flow field around 

cylindrical and asymmetrical pillars. Vibration patterns are set to either circular or rectilinear vibration. 

For flow fields with cylindrical pillars under circular vibration, numerical results such as 2D vector 

plots and velocity profiles accurately reproduce experimental results similar to previous work (Kaneko 

et al. 2018). Second, we investigate the Lagrangian velocity field generated around a cylindrical 

micropillar under rectilinear vibration. This specific vibration pattern resulted in both influx and 

ejection flow parallel and normal to the vibration, respectively. The peak velocity magnitude of the 

ejection flow surpassed that of the influx flow. Third, we conducted a numerical simulation of the flow 

around a micropillar with an asymmetric cross-section. Our findings indicate that the Lagrangian 

velocity induced by CCW vibration surpasses that observed under CW vibration. This distinction holds 

promise for achieving adaptable mixing control by toggling between vibration directions, as described 

in a previous study (Hayakawa and Arai 2017). Our numerical tool exhibits promise for the precise 

quantitative prediction of VIF around complex pillar geometries. The trend of the flow field obtained 

with the simulation was reproduced by experimental measurements, validating the current numerical 

model. 

Using the present simulation, we investigate the flow field around the cylindrical pillar under 

circular vibration condition, which is primarily employed in NP detection experiments. Specifically, 

we examined the influence of parameters such as vibration frequency, amplitude, and pillar separation. 

Notably, the frequency and amplitude significantly impact the velocity profile including velocity 

magnitude and peak position. The velocity magnitude increased with an increase in frequency, 

amplitude, and pillar separation. The peak velocity moved away from the pillar with increasing 

amplitude and pillar separation, while it approached with an increase in frequency. 

Furthermore, we assessed the correlation between particle capture and the flow field around 

the micropillar. Assuming a capture system in an experimental environment, fluid particles are 
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randomly dispersed within the computational domain. With agitation, the capture rate increased over 

time. Additionally, we found that the capture rate is increases as velocity magnitude increases. We 

quantitatively compared particle capture in numerical simulations with the results of aggregation 

formation in experiments. In the simulation of particle capture, there is a correlation with the 

experimental trends in that the capture rate and average area of aggregates increase with an increase 

in frequency/amplitude. These results support that the CPs aggregate area in the aggregate formation 

experiments increases in response to velocity, which is attributed to an accelerated collision between 

particles with the increase in velocity. Our particle capture simulation enables us to predict not only 

the capture rate but also the trajectory until the collision and capture position in the 3D space. In 

summary, by using the constructed numerical simulations, we can elucidate the behavior of particle 

capture in the VIF system. 
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Chapter 5.  

Detection of extracellular vesicles 
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5.1. Overview 

 

In Chapter 3, the effectiveness of our VIF system is demonstrated for detecting NPs using 

affinity CPs. However, its applicability in diagnostic scenarios remains uncertain, primarily due to the 

higher affinity between avidin and biotin compared to other biological affinity-capture systems. 

Consequently, we further conducted experiments to evaluate the performance of the system in 

detecting extracellular vesicles (EVs), important biological NPs existing in body fluids. First, we 

assess the capability of VIF to detect EVs. The subsequent stage involves examining the potential of 

the VIF system for quantifying EVs. Here, we chose pillar geometry for the following experiments 

with h = 50 µm and S = 200 µm for proof of concept. 

 

5.2. Experimental procedures 

 

5.3.3. Preparation of EVs and magnetic CPs. 

 

We used EVs derived from bovine milk (EXBM100L, Cosmo Bio, Co., Ltd., Japan) for the 

test sample. To minimize nonspecific adsorption of EVs, a 100-fold dilution of EV blocking polymer 

reagent (EV-save) (058–09261, FUJIFILM Wako Pure Chemical Corp., Japan) was introduced to the 

original EV sample and was gently stirred at 10 rpm for 15 min. As a capturing system of EVs, we 

used Tim-4 conjugated magnetic CPs (297-79701, FUJIFILM Wako Pure Chemical Corporation, 

Japan) according to the protocol of the manufacturer. These CPs exhibited an affinity for 

phosphatidylserine on the EV membrane (Fig. 5-1). In brief, CPs conjugated with the Tim-4 were 

washed twice using washing buffer including 0.5 mL buffer, 4.5 mL ultrapure water, and 50 μL EV 

binding enhancer containing Ca2+ ions. The magnetic CPs suspension was centrifuged and was then 

placed on a magnetic stand for 1 min to separate the CPs from the supernatant, which was subsequently 

removed. Followingly, 40 μL PBS buffer containing 0.125 w/w% BSA and 0.0025 w/w% Tween-20 

was introduced to a microtube containing the washed Tim-4-conjugated magnetic CPs. After adding 

30 μL EV solution to the microtube, a 10000-fold diluted binding enhancer solution containing Ca2+ 

ions was introduced to the mixture. This concentration of binding enhancer was selected to facilitate 

the binding of EVs and Tim-4 with minimized nonspecific aggregation of magnetic CPs. 
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Fig. 5-1 Schematic of binding between phosphatidylserine (PS) on the surface of exosome and 

Tim4-coated magnetic CPs. 

 

 

Fig. 5-2 Size distribution of milk-derived EVs measured using an imaging analyzer. 

 

 

5.3.3. Installation of a mixture including EVs and magnetic CPs 

 

The mixture containing magnetic CPs and EVs was gently pipetted 10 times to achieve 

uniform dispersion in the microtube. The surface treatment of the PDMS substrate and cover glass 

was performed to prevent nonspecific adsorption of EVs and magnetic CPs to them. In practice, the 

substrate and cover glass were coated with 0.5 wt% ethanol solution of a phospholipid-mimic polymer 

(Lipidure-CM5206, NOF Corp., Japan) for 3 min and were subsequently dried on a hotplate at 40 °C. 

Five µL of the mixture was placed onto the center of the substrate, then, the substrate was covered 

with the cover glass (Fig. 5-3). 
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Fig. 5-3 Schematic illustration of application of sample including NPs and CPs to the substrate. 

 

 

5.3. Effectiveness of magnetic CPs aggregation 

 

We experimentally validate the effect of VIF on EVs-mediated aggregation of magnetic CPs. 

First, we performed preliminary examinations using vortex mixing. In the case of bulk vortex mixing 

in a test tube at 500 rpm instead of VIF, aggregates were not formed even after 1 h of mixing (Fig. 

5-4).  
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Fig. 5-4 Microscopic bright images of particles taken at (a) 0 min and (b) 60 min of vortex mixing, 

with concentrations of EV and magnetic CP were 6.4 × 109 /mL and 1.5 × 107 /mL, respectively.  

(c) Time evolution of the average area of magnetic CP aggregates in vortex mixing. The stirring 

condition for vortex mixing was set to 500 rpm. Error bars indicate the standard deviation from 

triplicate experiments. 
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Next, we examined the effectiveness of our system. The circular vibration conditions were 

set to f = 500 Hz and A = 5.2 µm. We used this larger amplitude than that of the previous NP detection 

experiment because magnetic CPs were heavier, making their movement along the flow more difficult 

compared to polystyrene CPs.  

Fig. 5-5 represents bright-field images around the micropillar taken at 0 and 15 min of 

vibration. At 0 min (before applying the vibration), the magnetic CPs were uniformly dispersed. 

However, after vibration for 15 min, many aggregates were induced (Fig. 5-5 (a), bottom panel). As 

part of the control experiments, we conducted experiments with no VIF and EVs ((Fig. 5-5 (b, c)). We 

found a similar trend in the results to those of the experiments involving the avidin–biotin capturing 

model system. In the case without VIF, magnetic CPs aggregate was not induced. In addition, the size 

of magnetic CPs was small in the absence of EVs. These results indicate that a local flow around the 

micropillar effectively induced aggregates of magnetic CPs only when there was an affinity between 

the target EVs and the CPs. 

 

 

Fig. 5-5 Microscopic bright images of Tim-4 conjugated CPs taken at 0 min and 15 min of VIF: (a) 

VIF(+), EV(+), (b) VIF(‒), EV(+), and (c) VIF(+), EV(‒). In the VIF(+) cases, the vibration 

conditions were: f = 500 Hz and A = 5.2 µm. 



103 

 

5.4. Quantification of EVs concentration 

 

The time evolution of the average area of the magnetic CPs aggregates is shown in Fig. 

5-6. Upon applying vibrations to the micropillar substrate on which the sample containing EVs and 

CPs was placed, the average aggregate area exhibited an increase over time in all concentrations of 

EVs (6.4×109 /mL, 1.28×109 /mL, 6.4×108 /mL, 6.4×107 /mL). Beeswarm plots of the CP 

aggregates area after 15 min at each EV concentration are presented in Fig. 5-7. The size of the 

aggregate showed minimal growth in the control experiments without NPs (black line), indicating 

that aggregation was induced by adsorption between EV and magnetic CP. 

 

 

Fig. 5-6 Time evolution of the average area of aggregates with various EV concentrations. 
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Fig. 5-7 Beeswarm plots illustrating magnetic MP aggregate area at 15 min for each EV 

concentration. (The results presented here are from triplicated experiments.) 

 

Finally, we investigated performance in EVs detection based on Fig. 5-6. The relationship 

between the EVs concentration and the slope of the time-dependent increase in the CP aggregates area 

is shown in Fig. 5-8. We found that the average area of CP aggregates after 15 min of vibration 

increased as EV concentration increased, similar to the case of avidin–biotin capturing system. Based 

on linear regression analysis, a fitting equation of y = 2.3329 log x – 40.754 with an R2 value of 0.8722 

was obtained. LOD in this system was calculated at 6.4×107 /mL (Table 5-1). 
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Fig. 5-8 Relationship between the slopes of the time-dependent increase of aggregate size (0‒10 

min) and the EV concentrations. Error bars indicate the standard deviation from triplicate 

experiments. 

 

Table 5-1 Detection performance in EVs-Tim4 capturing system. 

 

 

 

5.5. Summary of Chapter 5 

 

In this chapter, we examined the practical diagnostic potential of this system using a 

commercial EVs capturing approach. Similarly to findings from the model NP capturing system, the 

VIF facilitated the aggregation of magnetic CPs, allowing for the quantification of EVs concentration. 

This chapter describes microscopic bright images illustrating the development of aggregates following 
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15 minutes of vibration, affirming the successful capture of EVs. Control experiments conducted 

without vibration, without EVs, and with bulk vortex mixing highlight the specificity of the magnetic 

CPs aggregation induced by the VIF system. Additionally, this chapter assesses the quantification 

performance of EVs by analyzing the time-dependent changes in the average area of magnetic CPs 

aggregates. The results exhibit a correlation between the increasing slope and EVs concentration, 

underscoring the capability of our method. 

In both instances, involving the avidin-biotin and EVs-Tim4-serine capturing systems, the 

LOD in the current system was within the range of 107 /mL. While the dissociation constants (Kd) for 

the avidin–biotin and Tim-4-serine systems are 10‒15 M and 10‒9 M (Miyanishi et al. 2007), 

respectively, the dynamics of aggregate formation demonstrated similarity under comparable vibration 

conditions. The detailed elucidation of the relationship between the strength of affinity and the 

dynamics of aggregate formation is a subject for future investigation. Nevertheless, this study suggests 

that the adaptability of the VIF system in fine-tuning flow conditions is beneficial for diverse detection 

targets. 
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Chapter 6.  

Conclusion 
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6.1. Accomplishments 

 

In this thesis, we employed the VIF to establish an immunoagglutination assay platform for 

NPs detection in minute samples. The fabrication of molds and PDMS micropillar substrates, utilizing 

the DRIE and replica molding processes, allows for the facile creation of various pillar geometric 

patterns. There is a scarcity of studies precisely measuring VIF flow fields under various conditions. 

Thus, we investigated the VIF flow fields under various conditions using the PIV technique. The 

results revealed substantial variations in the flow fields based on both pillar geometric conditions and 

vibration parameters. 

Subsequently, we applied VIF to perform immunoagglutination-based NPs detection. 

Initially, as a proof of concept, we utilized the avidin-biotin interaction to form CPs aggregate. 

Efficient aggregation occurred when target NPs were present in a sample, validating the effectiveness 

of aggregate formation induced by VIF. While aggregates were formed through stirring in VIF, no 

distinct aggregates were observed using traditional mixing methods such as vortex mixing or rotational 

agitation, suggesting that microscale stirring facilitates a more rapid and effective particle encounter 

compared to diffusion or bulk agitation. We further examined the relationship between flow fields and 

aggregate formation, specifically investigating the impact of pillar geometric conditions and vibration 

conditions. We observed that employing larger pillar geometric conditions led to the formation of 

relatively larger and uniform aggregate. In the context of NP detection, we quantified NPs based on 

the aggregate area by constructing a calibration curve derived from the initial slope of a time-

dependent increase in the aggregate area. Larger pillar geometric condition exhibited improved 

sensitivity, R2, and LOD, highlighting the capability to fine-tune detection performance through 

physical parameters of VIF. Our system achieved an LOD of approximately 107 /mL within 15 min. 

This LOD demonstrates improvement of detection performance 10 to 100 times compared to previous 

studies that determined macromolecular concentrations using aggregation-based detection systems 

(Han et al. 2007b; Gupta et al. 2012; Wu et al. 2015; Castro et al. 2018; Pawan et al. 2018). Additionally, 

our processing time is 2 to 3 times faster than the aforementioned studies. 

 

Furthermore, toward a numerical understanding of particle behavior in the VIF system, we 

have constructed a numerical tool to predict the 3D flow field and particle transport. We thoroughly 

validated this tool by comparing various flow fields with PIV measurements conducted under identical 

vibration conditions. In pursuit of NPs detection using VIF-mediated aggregation, we assessed the 

dependence of particle capture and the characteristics of flow around the pillars through numerical 

simulations. When fluid particles were randomly arranged around the pillars, the capture rate was 

found to increase with the increase in velocity. These findings suggest the potential for accelerating 
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and enhancing the performance of NPs detection by optimizing fluid properties in the aggregation 

method using VIF.  

 

Finally, we applied our system to detect EVs for practical application. Similar to the avidin-

biotin capturing system, the formation of aggregates was observed when target EVs exited in the 

sample. The aggregate area varied with concentration, allowing for quantification at concentrations on 

the order of 107 /mL. Although an investigation is needed of the relationship between the dissociation 

constants and aggregate formation in the avidin-biotin and EVs-Tim4 capturing systems, the high 

controllability of VIF has been demonstrated, enabling the detection of various targets.  

In summary, our study achieved detection performance comparable to that of a commercial 

ELISA kit (Xu et al. 2018b) without the need for probe labeling and with significantly reduced 

processing time. Unlike some previous microfluidics-based systems employing RT-qPCR (Shao et al. 

2015b) or aptamer-based fluorescent probes (Xu et al. 2018b) that may outperform in detection 

performance, our system stands out for its simplicity and cost-effectiveness (Table 6-1). It requires 

only a one-step procedure, no expensive reagents, a bright-field microscope with low magnification, 

and straightforward image processing. This system proves particularly suitable for situations 

demanding frequent measurements with relatively high detection performance, such as post-operative 

monitoring, infectious disease surveillance, and environmental monitoring. Moreover, we anticipate 

that the VIF-based approach will expedite and enhance the detection capabilities of other immuno-

aggregation systems reported previously (Baksh et al. 2004; Han et al. 2007b; Gupta et al. 2012; Wu 

et al. 2015; Castro et al. 2018; Pawan et al. 2018) by introducing microscale local stirring to augment 

aggregate formation. Thus, the VIF system offers a potent addition to the array of NP detection 

methods based on affinity capture principles. 
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Table 6-1 Comparison of characteristics between proposed method and existing methods. 

 

 

 

6.2. Future work 

 

In this study, we developed a VIF-based NP detection system using the immunoagglutination 

method. In a demonstration of detecting target NPs using avidin-biotin and EVs-Tim4 capturing 

systems, a wide range of NPs concentrations can be quantified. To further enhance the detection 

performance of the system, the following aspects should be addressed: 

 

1. Improvement of detection performance 

Although the influence of physical parameters of VIF on detection performance has been 

demonstrated, the LOD remained at 107 /mL. Microfluidic systems such as fluorescent probes 

and PCR, for instance, have demonstrated the ability to detect even lower concentrations of target 

NPs below 105 /mL. Thus, LOD via our method should be further improved.  

 

First suggestion for improvement is adjusting the CPs concentration and size. In this study, pairs 

of CPs and NPs were used with concentrations of 8.2×107 /mL and 3.3×107 /mL in LOD condition. 

In this case, although the number of NPs adsorbed on a single CP was a few, CPs aggregates 

were formed larger than that in the blank condition (0 /mL NPs concentration). Here, reducing 

CPs concentration makes the number of NPs increase for adsorption on a single CP, potentially 

leading to the formation of CPs aggregates even at lower concentrations. On the other hand, if 

the CPs concentration is too low, the opportunity to collide decreases between particles, and 

aggregate does not occur. Alternatively, reducing CPs diameter to increase the surface 



111 

 

area/volume ratio may promote aggregate formation without reducing CPs concentration, 

contributing to further sensitivity and LOD improvement. Regarding the adjustment of CPs size, 

it is essential to simultaneously adjust pillar geometric conditions. As the CPs diameter decreases 

from 3 µm to approximately 1 µm, the size of the formed aggregates becomes smaller. In that 

situation, wider pillar spacings may hinder collisions between aggregates. The primary geometric 

design employed in this study is depicted in Fig. 6-1 (a, b). However, reducing the pillar diameter 

and separation, as illustrated in Fig. 6-1 (b, c) can induce even smaller local flows. This has the 

potential to promote aggregate formation, even with smaller CP sizes. 

 

 

Fig. 6-1 Pillar geometric conditions: (a) D = 100 µm, S = 200 µm; (b) D = 100 µm, S = 400 µm; (c) 

D = 50 µm, S = 300 µm; and (d) D = 25 µm, S = 225 µm. 

 

The second suggestion is to further investigate the parameters of vibration conditions, 

specifically by exploring higher frequencies. Acoustofluidics, typically driven in the range above 

kHz, has demonstrated that liquids can be rapidly mixed within a few seconds. In addition, 

particles whose size is nanometer-micrometer tend to concentrate at the center of µL droplets in 

this technique (Shilton et al. 2008; Gu et al. 2021; Peng et al. 2021; Wang et al. 2022). By 

integrating this technique with our concept of aggregate formation for NPs detection, CPs 

aggregates can be swiftly concentrated at the center of liquid droplets. Consequently, it is 
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expected that this concentration will lead to a LOD, enabling NP detection on a scale of seconds. 

 

 

Fig. 6-2 Concentration of 0.5 µm polystyrene particles in 0.5 µL droplet driven by surface acoustic 

wave (Shilton et al. 2008). 

 

Third suggestion for improvement is the suppression of nonspecific adsorption between CPs 

through intermolecular forces. Currently, small aggregates between CPs occur even under blank 

conditions, primarily due to hydrophobic interactions on CPs surfaces. Introducing surfactants to 

the sample is expected to suppress this adsorption and potentially improve LOD. However, the 

introduction of surfactants may affect the affinity-capturing system, and the optimal 

concentration needs careful consideration. 

 

2. Detection of various biological substances 

In this study, NPs detection was achieved through the aggregate formation based on interactions 

such as avidin-biotin and EV-Tim4 magnetic beads. By employing micrometer-sized particles, 

the detection of aggregation through microscopic observation was achieved, providing the 

advantage of not requiring relatively expensive equipment such as spectrophotometers. On the 
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other hand, a commonly employed method for the detection of biological substances such as 

proteins involves the latex agglutination test, which utilizes the aggregate formation of 

nanometer-sized latex particles. Although this technique is available as a commercial kit, 

spectrophotometers are still required. For this application, we anticipate that the versatile 

detection of biological substances through microscopic observation using microparticle 

aggregation can be achieved by applying microparticles coated with antibodies to adsorb target 

proteins, instead of using nanometer-sized latex particles. 

 

3. Application to practical and simple systems 

We demonstrated that the detection of NPs can be achieved using only a bright-field microscope, 

eliminating the need for high-sensitivity detection equipment. However, for industrial 

applications, challenges still exist in simplifying the system such as experimental setup to drive 

vibration. By employing commercially available compact motors that operate solely on DC 

power without the need for amplifiers, we can downsize the current bulk setup of the system. 

Additionally, incorporating a user-friendly, handheld imaging system, such as a smartphone, 

enables detection by individuals without access to a microscope. Through the integration of these 

components into our system, we anticipate achieving both simplification and cost reduction of 

the overall system. 
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